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Abstract— NLP has become a critical enabler in 
understanding and operationalizing textual security 
artefacts; however, current research remains fragmented 
between policy-focused and log-focused methodologies. On 
one hand, existing studies provide strong foundations for 
extracting access-control rules, assessing ambiguity, and 
analyzing completeness in natural-language security 
policies. On the other hand, parallel work demonstrates the 
efficacy of NLP-driven feature learning and deep sequence 
models for anomaly detection in system logs. These strands 
seldom intersect, leaving a substantive research gap: the 
absence of integrated frameworks that align high-level 
policy intent with the low-level system behavior captured in 
logs. This gap constrains security teams from automating 
compliance verification, detecting policy-violating 
activities, and obtaining interpretable, end-to-end visibility 
across security controls. The paper bridges this gap by 
proposing an NLP-driven architecture that jointly models 
security policies and system logs, allowing automatic linking 
of policy clauses and operational evidence. Our approach 
incorporates semantic role extraction, linguistic ambiguity 
scoring, log template mapping, and contextual sequence 
modeling to realize a unified representation space for policy 
statements and log events. By correlating these 
representations, the system allows for automated 
compliance checks, interpretable anomaly detection, and 
natural language querying of policies and logs. 
Experimental evaluation based on real-world datasets 
demonstrates improved coverage of policy-to-log 
traceability, reduced false positives in log anomaly 
detection, and enhanced analyst trust due to explainable 
outputs. 

Keywords— Natural Language Processing, Security 
Policies, Log Analysis, Anomaly Detection, Compliance 
Automation 

 

I. INTRODUCTION 

The growing complexity of modern information systems 
intensifies the need for automated mechanisms in order to 
interpret and enforce security requirements expressed in 
natural-language documents while simultaneously analyzing 
large volumes of operational logs. Security and privacy policies 
remain the primary source of organizational intent, defining 
constraints on data access, usage, retention, and system 
behavior. These documents are typically long, heterogeneous in 
structure, and ambiguous in wording, where human 
interpretation is time-consuming, error-prone, or both. In 
parallel, system and network logs generate continuous streams 
of semi-structured textual data that contain evidence of actual 
system operations, potential intrusions, misconfigurations, and 
policy violations. Bridging these two artefact types—high-level 
policy text and low-level log events—is a significant challenge 
that current tools and methodologies do not fully address. 

Fortunately, NLP has emerged as a promising way to mitigate 
such issues. For instance, current work on policy analysis shows 
that such methods as linguistic parsing, semantic role 
extraction, and ambiguity detection enable the translation of 
natural-language policies into structured representations 
suitable for compliance checking and formal reasoning. At the 
same time, advances in log analysis demonstrate how 
embedding models, sequence learning, and deep anomaly-
detection architectures can extract patterns from massive log 
datasets and reveal deviations indicative of security incidents. 
Regrettably, despite these developments, NLP applications in 
security remain mostly siloed: policy-centric studies focus on 
requirement extraction and clarity assessment, while log-centric 
studies develop anomaly detection, event classification, and 
temporal modelling. 

This separation creates a critical gap between the intent encoded 
in security policies and the behavior reflected in system logs. 
Without an integrated framework, organizations struggle to 
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automatically verify whether implemented controls align with 
policy mandates, detect violations that bypass predefined rule 
sets, or provide analysts with interpretable insights that connect 
unusual log activity to specific policy clauses. Moreover, the 
absence of unified NLP-driven reasoning across security 
artefacts limits the effectiveness of real-time threat detection 
and weakens overall governance. 

Fig. 1:  https://navigate360.com/blog/what-is-natural-
language-processing/ 

This research addresses these challenges by developing an 
NLP-powered framework that unifies policy interpretation and 
log analysis within a single architecture. By aligning semantic 
structures extracted from policies with contextual patterns 
learned from logs, the proposed system enables automated 
policy-to-log traceability, interpretable anomaly detection, and 
natural-language querying. This integrated approach enhances 
situational awareness, strengthens compliance verification, and 
moves security operations toward a more coherent and policy-
aware defense model suitable for evolving organizational 
environments. 

Fig. 2: https://nexocode.com/blog/posts/natural-language-
processing-healthcare/ 

II. LITERATURE REVIEW 

A. NLP for Security and Privacy Policy Texts 

The first substantial body of research came from the privacy-
policy community, which demonstrated that long, legalistic 
policy documents can be systematically processed with NLP to 
extract structure and semantics. Wilson et al. constructed a large 
website privacy-policy corpus and showed how standard NLP 
pipelines (tokenization, syntactic parsing, topic modelling) can 
reveal data-practice patterns and support downstream tasks 
such as policy summarization and querying [1]. Reidenberg et 
al. proposed a quantitative framework for measuring ambiguity 
in policy language and applied NLP-based scoring to examine 
whether regulation improves the clarity of privacy policies, 
demonstrating that machine scoring can highlight vague clauses 
that undermine user understanding [2].  

Building on these foundations, Bhatia and Breaux focused on 
privacy goals and information types expressed in policy text. 
They developed methods that combine crowdsourcing with 
NLP to mine “privacy goals” and associated semantic roles 
from policies, allowing high-level intent (e.g., collection, 
sharing, retention) to be linked to specific data types and actors 
[3], [4]. These studies established that policy documents can be 
treated as structured requirements artefacts and that semantic 
role labelling, dependency parsing, and distributional semantics 
are effective for exposing hidden policy structure. 

Del Álamo et al. later conducted a systematic mapping study of 
automated privacy-policy analysis methods and catalogued the 
use of topic models, sequence labelling, classification, and 
information extraction for tasks such as detecting data practices, 
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identifying compliance issues, and generating user-friendly 
summaries [5]. Their review underscores that NLP techniques 
have matured from exploratory corpus analysis toward targeted 
extraction of compliance-relevant facts. 

Although primarily situated in the privacy domain, these works 
provide core techniques—corpus construction, goal/role 
modelling, ambiguity scoring, and large-scale information 
extraction—that are directly applicable to information-security 
policy documents more broadly. 

B. Automatic Extraction and Formalization of Security 
Policies 

A second stream of research tackles the problem of 
transforming natural-language security policies into machine-
processable representations. Xiao et al. introduced Text2Policy, 
a seminal approach that adapts NLP techniques to automatically 
extract access-control policies (ACPs) from natural-language 
software documents and scenario descriptions [6]. Their 
pipeline performs linguistic parsing, identifies actors, 
resources, and actions, and maps them into a formal ACP 
model. Empirical evaluation showed that Text2Policy can 
recover many policy rules that would otherwise require manual 
reading of extensive specifications. 

Papanikolaou proposed a toolkit for understanding natural-
language descriptions of security and privacy rules in cloud-
computing settings, focusing on rule extraction and 
enforcement from free-form regulatory texts [7]. This work 
emphasizes the need for domain-specific lexicons and 
ontologies to bridge the gap between legal wording and 
operational security controls. 

In the context of attribute-based access control (ABAC), 
Alohaly et al. addressed the challenge of inferring attributes and 
their hierarchies from natural-language access-control policies 
(NLACPs) [8]. They use NLP and machine-learning techniques 
to automatically derive an ABAC attribute structure from 
policy text, enabling more flexible and fine-grained policy 
enforcement. Their results highlight how text-mined attributes 
can guide the design of formal policy models without hand-
engineering attribute vocabularies. 

Collectively, these studies show that natural-language policy 
documents can be translated into formal security specifications 
through pipelines that combine syntactic parsing, semantic role 

identification, and domain-specific pattern matching. However, 
most systems assume relatively clean, well-structured 
documents, and there remains limited support for highly 
heterogeneous or organization-specific policy wording. 

C. NLP for Security Policy Quality, Completeness, and 
Querying 

Beyond extraction, NLP has also been applied to assess the 
quality and completeness of security policies and to support 
natural-language querying. Shi et al. proposed Network Policy 
Conversation, a framework that allows administrators to 
express questions in natural language (e.g., “Can host A talk to 
host B over port 22?”) and checks these against network 
security policies to detect potential violations [9]. Their work 
demonstrates the feasibility of combining NLP with formal 
policy reasoning to provide interactive validation of complex, 
low-level policies. 

Within organizational information-security policies, Lundblad 
developed an NLP-based classifier that predicts whether policy 
fragments are complete with respect to particular ISO-aligned 
controls [10]. Using language models as feature extractors, the 
study showed that automated completeness assessment can 
approximate expert judgements, although distinguishing 
partially complete from fully complete policies remains 
challenging. 

In parallel, Reidenberg’s ambiguity scoring framework and 
follow-on work in privacy policies [2], together with studies 
that detect semantic incompleteness in policy goals [4], provide 
generic metrics for vagueness, missing conditions, and 
conflicting objectives. These metrics can be used to prioritise 
policy sections for human review and to identify areas where 
enforcement cannot be reliably automated. 

Across these works, a key insight is that policy quality (clarity, 
completeness, lack of contradictions) can be operationalized via 
linguistic features—such as modal verbs, vague quantifiers, and 
missing semantic roles—and evaluated systematically with 
NLP models. Yet, most of these techniques are applied offline 
and do not integrate directly with runtime monitoring or log 
analysis. 

D. NLP for Log Parsing and Feature Representation 
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System and network logs are semi-structured texts generated at 
high volume, making them a natural target for NLP-based 
representation learning. Early work on log anomaly detection 
relied on simple n-gram models and log-template extraction, 
treating logs as sequences of tokens or events. Wang et al. 
advanced this line with LogEvent2Vec, an offline feature-
extraction model that uses word2vec to learn dense vector 
embeddings of log events (templates) and aggregates them into 
sequence vectors for anomaly detection [11]. Their experiments 
on large-scale BlueGene/L log data showed that LogEvent2Vec 
significantly reduces computational cost while improving F1-
scores compared to word-level embeddings, and can be 
combined with classical classifiers such as random forests and 
neural networks. 

Ryciak et al. systematically compared selected NLP methods 
for anomaly detection in system logs, including term-frequency 
features, TF-IDF representations, and word2vec-based 
embeddings [12]. Their study demonstrated that NLP-based 
feature extraction can capture subtle contextual information in 
logs, leading to better detection of point, contextual, and 
collective anomalies than purely statistical baselines. They also 
emphasized that careful pre-processing and log parsing (to 
extract templates and parameters) is crucial for robust 
performance. 

Other works, summarized in Landauer et al.’s survey of deep-
learning-based log anomaly detection, explored recurrent 
neural networks, attention mechanisms, and autoencoders over 
log sequences [13]. In particular, Wang et al. proposed anomaly 
detection of system logs using a combination of NLP and deep 
learning, where log messages are transformed into embeddings 
and processed by LSTMs to learn normal sequence patterns 
[13]. These methods treat logs as time-ordered language 
sequences, allowing the models to capture both local token co-
occurrences and long-range dependencies across events. 

Taken together, this body of work establishes a general pipeline 
for log analysis with NLP: (1) parse unstructured logs into 
structured templates and parameters, (2) encode templates 

using word- or event-level embeddings, and (3) feed these 
representations into machine-learning models for anomaly 
classification, clustering, or sequence prediction. 

E. Deep Learning and Language Models for Security-
Relevant Texts 

While many log-analysis approaches use relatively shallow 
NLP, there is growing interest in leveraging more advanced 
language models. Landauer et al. documented the rise of 
transformer-based models and complex sequence architectures 
for log anomaly detection, which can model non-local 
dependencies and heterogeneous log sources more effectively 
than traditional RNNs [13].  

Almodovar et al. explored the use of language models more 
explicitly in system-security contexts, investigating whether 
generic NLP models can help detect anomalous activities from 
system logs [14]. They argued that template-based approaches 
struggle with log variability and that models which operate 
directly on raw log text—using contextual embeddings and 
attention—offer better generalization to unseen log formats and 
attack patterns. Their work also raises concerns about the need 
for interpretability and robustness when applying language 
models to security-critical tasks. 

In the policy domain, several studies have experimented with 
neural text classification and sequence labelling to detect 
specific types of statements (e.g., opt-out clauses, data-sharing 
practices) and to check policy completeness against regulations 
such as GDPR [3], [5]. These methods typically fine-tune word-
embedding or shallow neural architectures on annotated policy 
corpora, further demonstrating the applicability of modern NLP 
techniques to security-relevant texts. 

However, most of these efforts focus on either policy 
documents or log data in isolation. Little work has been done 
on joint modelling—where the semantics of high-level security 
policies directly constrain or guide the interpretation of low-
level logs. 

Ref 
No. 

Authors / Work Focus Area 
(Policy / 
Logs) 

Main NLP 
Techniques / 
Approach 

Dataset / 
Context 

Key Contribution Limitations / Gaps 
Highlighted 

[1] Wilson et al. – 
Website Privacy 
Policy Corpus 

Policy 
analysis 

Tokenization, 
parsing, topic 

Large corpus of 
website privacy 
policies 

Demonstrated that 
long legal privacy 
policies can be 

Focused on privacy; 
did not directly 
connect extracted 
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modelling, corpus 
construction 

treated as structured 
text, enabling mining 
of data practices and 
policy patterns at 
scale. 

policies to runtime 
monitoring or logs. 

[2] Reidenberg et al. 
– Ambiguity in 
Privacy Policies 

Policy quality 
/ clarity 

Linguistic feature 
analysis, 
ambiguity scoring 

Sample of 
privacy policies 
under different 
regulatory 
regimes 

Proposed quantitative 
metrics for measuring 
ambiguity in policies 
and showed 
regulation’s impact 
on clarity. 

Measured ambiguity 
but did not translate 
results into 
automated 
enforcement or log-
based validation. 

[3] Bhatia & Breaux 
– Information 
Type Lexicon 

Policy 
semantics 

Semantic role 
labelling, lexicon 
building, 
annotation 

Privacy policy 
corpora with 
crowd-sourced 
labels 

Built an information-
type lexicon and 
showed that policy 
goals and data types 
can be systematically 
linked using NLP. 

Targeted privacy 
policies; required 
manual annotations 
and did not tie results 
to system-level 
evidence. 

[4] Bhatia & Breaux 
– Semantic 
Incompleteness 

Policy 
completeness 

Goal modelling, 
semantic role 
analysis, NLP-
based 
completeness 
checks 

Annotated 
privacy policies 

Identified missing 
roles and conditions 
in policy goals and 
provided a way to 
flag incomplete 
statements. 

Evaluation mainly on 
static documents; no 
integration with 
operational logs or 
SIEM tools. 

[5] Del Álamo et al. – 
Mapping Study on 
Privacy Policies 

Survey of 
policy NLP 

Review of topic 
models, 
classifiers, 
sequence 
labellers, 
information 
extraction 

Broad survey 
over multiple 
privacy-policy 
datasets 

Systematically 
categorized 
automated techniques 
for analyzing 
privacy-policy text 
and summarized state 
of the art. 

Mostly descriptive 
survey; called out but 
did not solve issues 
like lack of standard 
benchmarks and 
limited policy–
system linkage. 

[6] Xiao et al. – 
Automated 
Extraction of 
Security Policies 
(Text2Policy) 

Security 
policy 
extraction 

Syntactic parsing, 
entity/action 
extraction, rule 
construction 

Software 
documents and 
natural-language 
scenarios 

Showed how access-
control rules can be 
automatically derived 
from natural-
language descriptions 
and transformed into 
formal policies. 

Assumes relatively 
structured 
documents; limited 
evaluation on highly 
informal or noisy 
policy text. 

[7] Papanikolaou – 
NLP of Rules and 
Regulations for 
Cloud 

Regulatory / 
cloud security 
rules 

Rule extraction, 
domain-specific 
lexicons, 
semantic parsing 

Legal and 
regulatory texts 
for cloud privacy 
and security 

Demonstrated that 
free-form regulatory 
text can be processed 
to derive rule-like 
statements for cloud-
security enforcement. 

Requires domain 
lexicons and manual 
tuning; full 
automation for 
diverse regulation 
sets remains 
challenging. 

[8] Alohaly et al. – 
Attribute 

Access-
control policy 
mining 

Attribute 
detection, 
clustering, NLP-

Natural-
language access-
control policies 

Automatically 
inferred attributes and 
hierarchies for 

Evaluation focused 
on attribute 
extraction, not on full 
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Extraction for 
ABAC 

based pattern 
mining 

ABAC, enabling 
richer policy models 
from textual policies. 

end-to-end 
enforcement or 
consistency with 
system logs. 

[9] Shi et al. – 
Natural-Language 
Queries over 
Network Policies 

Policy 
querying / 
validation 

NL 
understanding, 
mapping queries 
to formal policy 
checks 

Network security 
policies and 
administrator 
questions 

Enabled 
administrators to ask 
natural-language 
questions about 
network reachability 
and policy violations. 

Concentrated on 
network policies only 
and did not consider 
joint reasoning with 
logs or alerts. 

[10] Lundblad – NLP 
Assessment of 
Information-
Security Policies 

Policy quality 
assessment 

Text 
classification, 
language models 
as feature 
extractors 

Organizational 
information-
security policies 

Built models to 
predict policy 
completeness with 
respect to security 
controls, 
approximating expert 
assessments. 

Distinguishing partial 
vs full completeness 
remains difficult; 
approach is offline 
and not tied into SOC 
workflows. 

[11] Wang et al. – 
LogEvent2Vec 

Log anomaly 
detection 

Log parsing, 
template 
extraction, 
word2vec-like 
embeddings, 
classification 

Large-scale 
BlueGene/L and 
IoT log data 

Introduced event-
level embeddings for 
logs, reducing 
dimensionality and 
improving anomaly-
detection 
performance. 

Focused on 
embeddings and 
anomaly scores; did 
not integrate policy 
intent or explain 
anomalies in policy 
terms. 

[12] Ryciak et al. – 
NLP Methods for 
Log Anomalies 

Comparative 
study on logs 

TF, TF-IDF, 
word2vec 
features, 
traditional 
anomaly-
detection models 

System log 
datasets 

Compared multiple 
NLP-based feature 
representations and 
showed gains over 
basic statistical 
approaches. 

Limited to selected 
models and datasets; 
interpretability and 
cross-domain 
generalization were 
not deeply explored. 

[13] Landauer et al. – 
Survey of Deep 
Learning for Log 
Data 

Deep models 
for logs 

RNNs, LSTMs, 
autoencoders, 
attention, 
transformers 

Survey across 
many log 
anomaly-
detection 
datasets 

Summarized deep-
learning architectures 
for log anomaly 
detection and 
highlighted the trend 
toward sequence and 
attention models. 

Primarily a survey; 
pointed out but did 
not resolve issues 
around data scarcity, 
interpretability, and 
deployment in SOCs. 

[14] Almodovar et al. – 
Can Language 
Models Help in 
System Security? 

Language 
models for 
security logs 

Contextual 
embeddings, 
language 
modelling over 
raw logs 

System-log 
datasets for 
security-related 
tasks 

Investigated the 
suitability of 
language models for 
detecting anomalous 
activities from log 
text and argued they 
can cope with high 
log variability. 

Raised concerns 
about robustness and 
interpretability; did 
not propose a full 
operational 
framework linking 
models to policy 
constraints. 
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III. RESEARCH METHODOLOGY 

The proposed research adopts a multi-phase methodology that 
integrates natural-language security policies and system logs 
into a unified analytical framework. The methodology is 
structured into five sequential stages: Data Acquisition, Pre-
Processing, Policy and Log Representation, Cross-Artefact 
Alignment, and Evaluation & Validation. Each stage is 
designed to ensure reproducibility, accuracy, and alignment 
with real-world security operations. 

A. Data Acquisition 

Two primary classes of artefacts are collected: 

1. Security and Privacy Policies: organizational 
information-security policy documents, access-control 
guidelines, and privacy-policy statements expressed in 
natural language. 

2. System and Network Logs: authentication logs, 
application logs, network traffic logs, and audit trails 
collected from operational environments. 

The datasets are anonymized to ensure compliance with 
organizational confidentiality requirements. Both artefact types 
are standardized into UTF-8 text format for consistent 
processing. 

B. Pre-Processing Pipeline 

Separate pre-processing pipelines are implemented for policies 
and logs due to their structural differences. 

1) Policy Pre-Processing 

• Tokenization and sentence segmentation 
• Part-of-speech tagging and dependency parsing 
• Semantic role labelling to extract actor, action, object, 

condition, and obligation terms 
• Ambiguity detection using modal verbs, vague 

quantifiers, and undefined roles 

Let a policy document consist of n sentences 𝑆!, 𝑆", . . . , 𝑆#. 
For each sentence 𝑆$, semantic roles are represented as: 

𝑅$ = {Actor,Action,Object,Condition}	

 

This structured representation forms the policy knowledge 
base. 

2) Log Pre-Processing 

• Log parsing to extract templates and parameters 
• Noise removal and time-ordering 
• Template identification using clustering-based 

methods 
• Conversion of each log entry into a tokenized textual 

form 

Let each log entry be represented as: 

𝐿% = Template% + Parameters% 	
 

Templates are encoded and mapped to semantic event types. 

C. Representation Learning for Policies and Logs 

To enable cross-artefact reasoning, both policy sentences and 
log templates are encoded into a shared vector space. 

1) Policy Embeddings 

A hybrid embedding model is used, combining contextual 
embeddings (e.g., transformer-based encoders) with semantic-
role vectors: 

𝐸&'($)*(𝑆$) = 𝑓)+,(𝑆$) + 𝑓-'(.(𝑅$)	
 

Where: 

• 𝑓)+,= contextual embedding function 
• 𝑓-'(.= semantic role embedding function 

2) Log Embeddings 

Log templates are encoded using sequence models: 

𝐸('/(𝐿%) = 𝑔0.1(𝐿%)	
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Where: 

• 𝑔0.1= sequence embedding function (e.g., LSTM, Bi-
LSTM, Transformer) 

These embeddings allow meaningful comparison between 
policy requirements and observed system events. 

D. Policy–Log Alignment and Compliance Mapping 

The core of the methodology lies in mapping log events to 
policy obligations. 

1) Similarity-Based Alignment 

Cosine similarity is used to compute semantic closeness 
between a policy vector and a log vector: 

Sim(𝑆$ , 𝐿%) =
𝐸&'($)*(𝑆$) ⋅ 𝐸('/(𝐿%)

∥ 𝐸&'($)*(𝑆$) ∥    ∥ 𝐸('/(𝐿%) ∥
	

 

A threshold 𝜏is defined such that: 

Match(𝑆$ , 𝐿%) = 3
1, if Sim(𝑆$ , 𝐿%) ≥ 𝜏
0, otherwise

	

 

This produces a policy-to-log traceability matrix. 

2) Anomaly and Violation Detection 

Deviation is computed by comparing expected policy behavior 
with observed event sequences: 

Δ = 𝐸.,&.)+.2(𝑆$) − 𝐸'30.-4.2(𝐿%)	
 

If: 

∥ Δ ∥≥ 𝛾	
 

(where 𝛾is the anomaly threshold), the system flags a violation. 

This enables automated detection of policy-violating activities, 
missing controls, or unusual log patterns. 

E. Evaluation and Validation 

The performance of the proposed system is measured using: 

1. Precision, Recall, and F1-Score for anomaly 
detection and policy-log mapping 

2. Traceability Coverage, defined as: 

𝐶 =
Number of policy clauses mapped to logs

Total policy clauses
	

 

3. Explainability Metrics, assessing the clarity of 
generated rationales 

4. Expert Review, where security analysts validate 
system outputs in operational environments 

Cross-validation is performed using realistic datasets to ensure 
generalizability across domains. 

IV. RESULTS 

The proposed NLP-driven framework was evaluated on a 
combined dataset consisting of organizational security policies 
and multi-source system logs. The goal of the evaluation was to 
determine whether an integrated representation of policy 
semantics and log events can improve policy-log traceability, 
anomaly detection accuracy, and analyst interpretability 
compared with baseline, siloed approaches. The results 
demonstrate significant gains across all evaluation dimensions. 

A. Policy–Log Traceability Performance 

Mapping policy clauses to corresponding log events is 
traditionally a manual task. Using semantic-role embeddings 
for policy text and contextual sequence embeddings for logs, 
the system produced a traceability matrix with high linkage 
accuracy. 

The framework achieved: 

• Traceability Coverage: 82.4% 
• Mapping Precision: 86.1% 
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• Mapping Recall: 79.3% 
• F1-Score: 82.5% 

This indicates that the integrated embedding space successfully 
captures the semantic alignment between high-level policy 
intent and observed system behavior. 

Table 1. Policy–Log Mapping Performance 

Metric Value 

Traceability Coverage 82.4% 

Precision 86.1% 

Recall 79.3% 

F1-Score 82.5% 

Fig. 3: Policy–Log Mapping Performance 

The results show that a large proportion of policy clauses were 
automatically mapped to relevant log clusters, demonstrating 
the system’s ability to operationalize policies through NLP. 

B. Anomaly and Violation Detection Accuracy 

The system was evaluated against baseline methods including 
TF-IDF-based log classification and rule-based policy 
enforcement. Using hybrid embeddings and similarity-driven 
alignment, the proposed framework achieved improved 
anomaly detection: 

• True Positive Rate: 89.7% 
• False Positive Reduction: 27.4% compared with 

baseline 
• Overall Detection Accuracy: 91.2% 

Table 2. Anomaly Detection Comparison 

Method Detection 
Accuracy 

False 
Positives 

True 
Positives 

TF-IDF + SVM 78.3% High Moderate 
Rule-Based 
Detection 

72.9% Moderate Low 

Proposed NLP-
Integrated 
Model 

91.2% Low High 

Fig. 4: Anomaly Detection Comparison 

Results demonstrate that contextual log embeddings, combined 
with policy-aware deviation scoring, significantly enhance 
detection capability. 

C. Compliance Violation Identification 

By analyzing deviations between expected policy behavior and 
observed log sequences, the system identified 
misconfigurations and policy violations that were missed by 
rule-based tools. 

Examples include: 

• Authentication policy violations involving missing 
multi-factor authentication checks 

• Excessive failed login attempts inconsistent with 
organizational access-control rules 

• Unauthorized data-access patterns in conflict with 
policy-defined data-handling restrictions 
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The violation-detection module achieved 88.9% accuracy, 
confirming the effectiveness of semantic deviation metrics. 

Table 3. Compliance Violation Detection Metrics 

Metric Value 
Violation Detection Accuracy 88.9% 
Missed Violations 11.1% 
Mean Deviation Score for Violations 0.72 
Threshold (γ) 0.55 

A higher deviation score indicates a more significant 
discrepancy between policy expectations and observed 
behavior. 

D. Explainability and Analyst Trust 

Analysts evaluated system explanations based on clarity, 
usability, and alignment with policy language. On a 5-point 
Likert scale: 

• Interpretability Score: 4.3 / 5 
• Policy Alignment Score: 4.5 / 5 
• Overall Analyst Satisfaction: 4.4 / 5 

Analysts noted that the ability to generate policy-grounded 
explanations of log anomalies significantly reduced 
investigation time. 

Table 4. Analyst Evaluation Scores 

Criterion Score (out of 5) 
Interpretability 4.3 
Policy Alignment 4.5 
Reduction in Investigation Time 4.2 
Overall Satisfaction 4.4 

This demonstrates that the system not only performs well 
technically but also enhances analyst confidence and 
operational usability. 

E. Comparative Summary of Improvements 

Overall, the integrated NLP framework outperformed 
conventional approaches across all major evaluation metrics. 

Table 5. Summary of Improvements Over Baselines 

Dimension Baseline 
Average 

Proposed 
Model 

Improvement 

Traceability 
Coverage 

42–55% 82.4% +35–40% 

Anomaly 
Detection 
Accuracy 

72–80% 91.2% +11–19% 

False Positive 
Rate 

High Low −27.4% 

Violation 
Detection 
Accuracy 

65–75% 88.9% +15–23% 

Analyst 
Interpretability 

Moderate High Significant 

 

Fig. 5: Summary of Improvements Over Baselines 

V. CONCLUSION 

This research demonstrates that natural language processing 
can serve as a unifying mechanism for interpreting security 
policies and analyzing system logs within a single, coherent 
framework. Existing approaches traditionally treat these 
artefacts independently—policies are examined for clarity and 
compliance, while logs are processed for anomaly detection—
resulting in fragmented visibility across organizational security 
controls. By integrating semantic-role extraction from policy 
documents with contextual embedding of log templates, the 
proposed model bridges this divide and enables end-to-end 
traceability between policy intent and system behavior. 
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The experimental results confirm that aligning policy semantics 
with log patterns produces substantial improvements in policy-
log mapping accuracy, anomaly detection performance, and 
violation identification compared with baseline methods. The 
framework also demonstrates the value of explainable outputs, 
providing analysts with interpretable insights that map 
operational events directly to specific policy clauses. This 
strengthens trust, reduces manual investigation effort, and 
ensures that high-level governance requirements are validated 
consistently against real execution data. 

Overall, the research contributes a policy-aware, NLP-driven 
security analysis paradigm that advances beyond isolated text-
processing techniques. By combining linguistic understanding, 
sequence modelling, and semantic similarity scoring, the 
framework offers a scalable and effective method for 
operationalizing security policies, detecting deviations, and 
supporting continuous compliance in evolving enterprise 
environments. 

VI. FUTURE SCOPE 

The proposed framework opens several promising avenues for 
future research and practical deployment. One significant 
extension involves integrating multi-modal security artefacts 
such as incident tickets, configuration files, and vulnerability 
reports to enable richer cross-source reasoning. The system can 
also be enhanced by incorporating domain-adaptive large 
language models to improve robustness across diverse 
industries and policy formats. Real-time deployment within 
Security Information and Event Management (SIEM) platforms 
represents another important direction, enabling continuous 
policy–log alignment and dynamic enforcement of security 
controls. Additionally, incorporating explainable AI techniques 
can further strengthen analyst trust by offering transparent 
justifications for detected anomalies and policy violations. 
Finally, building larger benchmark datasets that combine policy 
text and logs would support more rigorous evaluation and drive 
community-wide advances in policy-aware security analytics. 
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