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ABSTRACT-- Agile methods, which were initially 

designed for software development, have increasingly 

been applied to data engineering initiatives. Agile 

methods focus on iterative development, flexibility, and 

teamwork, which are especially beneficial in the context 

of data-driven projects. Data engineering, which typically 

entails large-scale systems, intricate data pipelines, and 

data integration from multiple sources, can gain from the 

flexibility and ongoing feedback that are part of Agile 

methodologies. This paper discusses the application of 

Agile methods in data engineering, with an emphasis on 

how they facilitate teamwork among cross-functional 

teams and flexibility in response to changing data 

requirements. Though it has its benefits, studies show that 

there are still issues with embracing Agile in data 

engineering completely. The conventional Agile methods 

like Scrum or Kanban tend to be suited for small teams of 

software developers, hence challenging to implement in 

large and complicated data infrastructure projects. 

Besides, incorporating Agile with data governance, real-

time data processing, and AI-based model development is 

still an untapped area. There is a notable research gap in 

knowing how Agile frameworks can be adapted to various 

scales of data engineering projects, particularly those 

handling big data, cloud systems, or machine learning 

pipelines. This paper integrates results from multiple 

studies carried out between 2015 and 2024, which show 

the development of Agile practices in data engineering, 

their influence on project results, and the necessary 

adaptations to scale these approaches successfully. 

Through filling these gaps, it seeks to give a better 

understanding of Agile's potential in promoting 

collaboration and flexibility in data engineering teams as 

well as proposing methods to overcome current 

limitations. 

KEYWORDS--  Agile methods, data engineering, 

teamwork, flexibility, Scrum, Kanban, data pipelines, big 

data, cloud computing, machine learning, real-time 

processing, data governance, iterative development, 

scalability, cross-functional teams. 

INTRODUCTION: 

Data engineering projects entail the development, design, and 

maintenance of big data pipelines, unification of 

heterogeneous data sources, and the building of data 

infrastructures that enable analytics and machine learning. 

Data engineering projects are by nature complex and typically 

involve experimental, iterative, and rapidly evolving 

requirements. Conventional project management methods 

like the Waterfall model may find it difficult to adapt to this 

fluidity of data engineering. Agile methods, with their 

flexibility, iterative development cycles, and focus on 

collaboration, have proven to be a successful method for 

managing data engineering projects. 

Agile methodologies, including Scrum, Kanban, and Lean, 

provide tremendous benefits in terms of flexibility, quicker 

delivery cycles, and enabling greater collaboration between 

cross-functional teams. Agile enables continuous feedback 

loops, allowing data engineering teams to react to evolving 

data requirements, optimize processes, and apply 

improvements on the fly. The framework promotes direct 

communication between developers, business analysts, and 

data scientists, which is essential for ensuring alignment with 

business goals and enhancing the quality of data outputs. 
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Figure 1: [Source: https://github.com/drshahizan/software-

engineering/blob/main/materials/sec02/mod3.md] 

Yet, implementing Agile in data engineering is not without 

its challenges. Merging Agile with cloud computing, big data, 

real-time data processing, and machine learning 

environments necessitates specialized practices to counter the 

complexities and scale of contemporary data systems. The 

research gap is to understand how Agile can be tailored and 

scaled across various data engineering scenarios. This paper 

examines the influence of Agile methodologies on data 

engineering, considering both the advantages and 

disadvantages, and suggesting approaches to overcoming 

current barriers to effective implementation. 

Overview of Data Engineering Projects 

Data engineering involves the processes of designing, 

building, and maintaining data systems such as data pipelines, 

databases, and data architectures. Data engineering projects 

usually involve processing large and complex datasets, 

consolidating different technologies, and ensuring that data is 

easily available for analytics and machine learning models. 

With the high rate of technological changes in data processing 

and dynamic business requirements, data engineering 

projects pose some unique challenges like scalability, data 

quality, and delivery of data solutions within time. 

Issues with Conventional Project Management in Data 

Engineering 

Old-style project management methodologies, like the 

Waterfall model, tend to fall short for the rapid and complex 

nature of data engineering. Waterfall's sequential process can 

be too slow to change direction as a result of changes in scope, 

requirements, or technologies, resulting in inefficiencies and 

lost opportunities for optimization. Data engineering projects 

inherently demand flexibility and ongoing adjustment to 

changing business needs, advancements in technologies, and 

new data sources emerging. 

Figure 2: [Source: https://www.geeksforgeeks.org/what-is-

agile-methodology/] 

Introduction to Agile Methodologies 

Agile methodologies, such as frameworks like Scrum, 

Kanban, and Lean, have picked up massive popularity in 

handling software development projects because of their 

emphasis on incremental progress, adaptability, and co-

ordination. Agile practices promote teams to collaborate in 

short, manageable cycles (sprints), where quick feedback, 

ongoing improvements, and adaptation are possible due to 

fluctuating requirements. Because Agile approaches focus on 

collaboration, communication, and incremental delivery, they 

best fit the complex and changing nature of data engineering 

projects. 

Agile's Role in Enhancing Collaboration and Adaptability 

One of the primary advantages of Agile in data engineering is 

its ability to promote collaboration among cross-functional 

teams, including data engineers, data scientists, business 

analysts, and stakeholders. Agile's iterative process allows 

teams to deliver value quickly, obtain feedback, and make 

necessary adjustments based on that feedback. This helps 

mitigate the risk of misalignment between technical work and 

business goals, ensuring that the final data products are both 

high-quality and aligned with organizational needs. 

In addition, the built-in flexibility of Agile enables data 

engineering teams to react to unexpected issues like data 

quality issues, integration issues, or modifications in client 

specifications. Data engineers can constantly optimize and 

enhance data pipelines using Agile so that they become more 

flexible and scalable over the long term. 

Research Gap in Agile Adoption for Data Engineering 

Although Agile has been applied effectively in many software 

development environments, its use in data engineering is not 

fully explored. Important topics like scaling Agile to large-

scale complex data systems, combining Agile with data 

governance models, and harmonizing Agile practices with big 

data, real-time data processing, and machine learning 

ecosystems are some of the research areas that need to be 

explored further. Further in-depth studies on how Agile 

methods can be tailored and scaled to different data 
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engineering environments, especially when dealing with 

high-velocity, large-scale data pipelines, are called for. 

Objective of the Paper 

This paper seeks to investigate the contribution of Agile 

methodologies to data engineering projects, specifically how 

Agile practices improve collaboration, flexibility, and 

effective management of intricate data systems. Through 

filling the research gaps and investigating the challenges and 

opportunities of Agile in data engineering, the paper offers 

insights into how Agile can be more effectively adopted, 

scaled, and tailored to the specific needs of data engineering 

teams. The paper also proposes ways of overcoming the 

impediments to Agile adoption in large-scale data 

infrastructure projects. 

LITERATURE REVIEW  

1. Introduction to Agile in Data Engineering (2015-2017) 

The use of Agile methods in data engineering started to take 

root as data teams started embracing DevOps and Continuous 

Integration (CI) practices. Initial research, including Alves et 

al. (2015), indicated that conventional project management 

frameworks were inadequate for the iterative, experimental, 

and complex nature of data engineering. The authors pointed 

out that Agile provided flexibility, allowing for iterative 

testing and quicker feedback loops, which were essential in 

handling the high frequency of changes and changing 

requirements in data projects. 

Key Findings: 

 Collaboration: Agile offered a structure for 

enhanced collaboration among stakeholders, data 

scientists, and data engineers. The Scrum approach 

was especially prevalent, enabling teams to create 

data pipelines in successive sprints. 

 Flexibility: Agile's incremental approach enabled 

teams to be more flexible with regard to evolving 

client needs and shifting data requirements, which is 

typical in data engineering projects. 

2. Changing Roles and Practices (2017-2019) 

By 2017, studies had started exploring more deeply the issue 

of adopting Agile in data engineering teams. An important 

study by Bianchi et al. (2018) examined the difficulty of 

Agile practices in applying them to large-scale data 

infrastructure projects. They stressed the significance of 

cross-functional teams and constant communication to ensure 

stakeholders' alignment. Agile approaches were regarded as 

valuable in deconstructing silos in data teams and creating 

cooperation, particularly with data infrastructure projects 

growing more intricate. 

Key Findings: 

 Integration with DevOps: Agile practices were 

frequently combined with DevOps principles, which 

allowed automated testing and continuous delivery 

of data pipelines. 

 Challenges: Data engineers faced challenges such 

as managing dependencies between teams and 

ensuring that data infrastructure remained scalable 

while being delivered incrementally. 

 Team Structures: Agile practices were best when 

there were distinct roles and responsibilities. Data 

engineers collaborated in close association with 

business analysts and data scientists, insisting on 

full-stack teams that could manage both the data 

pipelines and analytical workloads. 

3. Agile Scaling in Large Data Engineering Projects 

(2019-2021) 

Starting from 2019, research shifted towards scaling Agile in 

bigger data engineering projects. Zhang and Liu (2020) 

researched the application of Scrum in large, multi-team data 

engineering projects. Their research indicated that Scrum was 

effective for small teams but needed to be adjusted while 

scaling for big projects, e.g., applying Scrum of Scrums or 

using Kanban boards to map work across teams. The research 

pointed out that Agile could be used to encourage 

collaboration among teams developing various layers of data 

infrastructure (e.g., data pipelines, data storage, and machine 

learning models). 

Key Findings: 

 Scrum of Scrums: For scaling, the Scrum of 

Scrums technique worked well in synchronizing 

work across teams so that dependencies were 

recognized early. 

 Interdisciplinary Cooperation: Ongoing cross-

functional cooperation assisted in aligning business 

objectives with technical implementation. Data 

scientists, data engineers, and business analysts 

collaborated closely to maintain data consistency 

and quality. 

 Flexibility in Delivery: Agile permitted teams to 

rapidly shift direction with regard to stakeholder and 

end-user feedback, particularly in those projects that 

involved real-time processing and analytics of data. 

4. Agile and Data Governance (2021-2024) 

Over the past decade, the direction has been more towards 

integrating Agile methodologies with compliance and data 

governance, especially across industries handling sensitive 

information. Singh and Kapoor (2022) discussed how data 

governance frameworks are integrated with Agile to ensure 

privacy and security demands of the data are fulfilled yet the 

speed and agility of Agile are retained. Agile's ability to 

iteratively improve data processes enabled teams to 

constantly track and resolve data-related issues of quality, 

privacy, and compliance. 
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Key Findings: 

 Agile Governance: Agile practices were used to 

ensure teams stayed in compliance with regulatory 

requirements (e.g., GDPR), without compromising 

the development process. 

 Agility: Agile's capacity to modify data processes 

instantaneously was fundamental in responding to 

changing compliance expectations in heavily 

regulated sectors. 

 Data Quality: Consistent sprint retrospectives 

ensured that data pipelines were not just operational 

but clean and secure as well. 

5. Future Directions and Recent Trends (2023-2024) 

The latest studies, including Choudhury and Rao (2023), have 

indicated that Agile data engineering methodologies are also 

constantly changing with a focus on enhancing automation, 

integrating machine learning, and adopting hybrid 

approaches. Kanban, Lean, and SAFe approaches are being 

taken up by data engineering teams to manage the complexity 

of large data systems better. The research has also indicated 

that AI-based tools and machine learning algorithms are also 

being incorporated in Agile processes for optimizing data 

processing and predictive analysis. 

Key Findings: 

 Automation and AI Integration: Organizations are 

using machine learning models to automate data 

pipeline testing and validate data output quality, 

which is aligned with the Agile approach of 

producing value quickly and continuously. 

 Hybrid Methodologies: Blending of Scrum, 

Kanban, and Lean principles is increasingly 

becoming popular in large data engineering teams to 

cope with the growing complexity and size of 

projects. 

 Emphasis on Ongoing Learning: Agile's focus on 

retrospectives and ongoing feedback loops has been 

amplified by the addition of AI-powered analytics to 

enhance team productivity and data pipeline 

performance. 

6. The Agile Role in Cloud Data Engineering 

Environments (2015-2017) 

Authors: Smith et al. (2016) 

Summary: 

Smith et al. (2016) examined the application of Agile 

approaches in cloud-based data engineering projects. 

Research indicated that Agile's incremental approach was 

suitable for cloud data environments, where teams have to 

address frequently complex, distributed systems. Cloud 

computing's flexibility fits Agile's objective of making 

incremental deliveries of data services. Research posited that 

Agile's values of collaboration and flexibility were central to 

addressing the issues of cloud infrastructure scaling, 

particularly in data storage and processing. 

Key Findings: 

 Cloud Scalability: Agile teams can continuously 

deploy data pipelines that scale effectively within 

cloud environments, using the cloud's flexibility to 

iterate on complex systems. 

 Collaboration: Cross-functional collaboration 

among cloud engineers, data engineers, and business 

teams enabled improved understanding and quicker 

adaptation to cloud infrastructure changes. 

 Flexibility to Change: Lean practices enabled data 

teams to rapidly shift and respond to changing cloud 

technologies and client requirements, increasing 

project flexibility. 

7. Agile in Data Engineering: Managing Data Pipeline 

Development (2017-2019) 

Authors: Patel and Gupta (2018) 

Summary: 

Patel and Gupta (2018) discussed how Agile is applicable to 

the creation of data pipelines, which are a core function of 

data engineering. The research highlighted the way Agile 

frameworks enable the optimization of data pipeline 

development by subdividing large work into smaller 

workable parts. By using Scrum sprints, teams could get high-

priority parts completed first and release outcomes 

incrementally. 

Key Findings: 

 Incremental Data Delivery: Agile enabled 

incremental and iterative data pipeline delivery, 

yielding faster time-to-value for business 

stakeholders. 

 Continual Refining: Feedback loops enabled 

continual refining of the pipelines to make them 

meet changing business requirements and standards 

of data quality. 

 Flexibility in Pipeline Structure: Flexibility in 

structuring pipelines was enabled by Agile so that 

teams could change quickly without affecting the 

project as a whole. 

8. Agile in Big Data Projects: A Case Study on 

Implementation (2019-2021) 

Authors: Singh et al. (2020) 

Summary: 
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Singh et al. (2020) did a case study on Agile adoption in big 

data engineering projects with an emphasis on how Agile 

methods assisted organizations in handling the huge datasets 

common in big data use. The study pointed out that although 

conventional Agile frameworks such as Scrum were modified 

for small teams, big data projects necessitated tailored 

practices that were more suited to the large-scale data 

infrastructure requirements. 

Key Findings: 

 Custom Agile Practices: Big data initiatives 

necessitated extensions to conventional Agile 

practices, e.g., longer sprint durations and extra 

ceremonies like data quality inspections. 

 Collaboration Across Teams: Agile frameworks 

helped enable seamless collaboration between 

business analysts and data engineers, making sure 

that the data pipelines were designed to meet the 

requirements of different teams. 

 Complexity Management: Agile's flexibility 

enabled teams to keep the complexity of large-scale 

data projects under control by fragmenting them into 

smaller, more workable pieces. 

9. Influence of Agile Methodologies on Data Warehouse 

Development (2021-2022) 

Authors: Wang and Zhao (2021) 

Summary: 

Wang and Zhao (2021) investigated the effect of Agile 

approaches on data warehouse development. They discovered 

that the conventional waterfall approach was not adequate for 

the dynamic nature of data warehouse projects, which had to 

be more adaptive and responsive. The research highlighted 

how Agile gave a platform for continuous integration and 

delivery of data warehouse pieces, promoting greater 

harmony between business requirements and data 

engineering activities. 

Key Findings: 

 Continuous Delivery: Agile's recurring cycles 

permitted continuous delivery of data warehouse 

elements, making data available for business 

intelligence analysis earlier. 

 Stakeholder Cooperation: Business user meetings 

held every sprint facilitated the proper coordination 

of data warehouse capabilities with users' 

expectations. 

 Flexibility in New Sources of Data: Agile's 

flexibility enabled the use of new data sources as and 

when they appeared in the project, without delay, 

and in order to keep the project running smoothly. 

10. Agile Methodologies and Machine Learning Model 

Development (2021-2023) 

Authors: Rao et al. (2022) 

Summary: 

Rao et al. (2022) discussed the application of Agile 

methodologies in ML model development and deployment. It 

was found through the study that Agile's incremental nature 

played an important role in dealing with complexities and 

uncertainties of ML model development. With regular 

sprints, teams could update models based on feedback in real-

time, thus allowing for shorter development cycles. 

Key Findings: 

 Model Iterations: Agile permitted fast 

experimentation and iteration of ML models so that 

models were continuously updated based on the 

feedback from testing. 

 Collaboration between Data Engineers and Data 

Scientists: Agile enabled tight collaboration 

between data engineers and data scientists, resulting 

in efficient integration of ML models into 

production environments. 

 Managing Uncertainty: Agile's malleability 

permitted teams to navigate the inherent uncertainty 

of ML work, where model performance may remain 

unknown until well after thorough testing. 

11. Scaling Agile for Data Engineering in Large 

Enterprises (2020-2022) 

Authors: Jones et al. (2021) 

Summary: 

Jones et al. (2021) focused on how large enterprises scaled 

Agile practices for their data engineering projects. The 

research indicated that while Agile worked well for small 

teams, it posed significant challenges when implemented in 

larger organizations with many interdependent systems. The 

study explored how frameworks like SAFe (Scaled Agile 

Framework) could be adapted to fit the needs of large-scale 

data engineering teams. 

Key Findings: 

 SAFe Framework Implementation: Big 

corporations were able to scale Agile effectively 

utilizing the SAFe framework, managing several 

teams that developed interdependent data systems. 

 Cross-Team Collaboration: Agile assisted in 

decreasing communication bottlenecks across 

teams, resulting in greater data engineer, software 

engineer, and business unit alignment. 
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 Enterprise Data Transformation: Agile made it 

possible to transform enterprise data infrastructures 

through delivering value incrementally, and this 

enabled the organization to regularly update its data 

management strategies. 

12. Agile for Data Engineering and Data Quality 

Improvement (2020-2023) 

Authors: Kumar and Gupta (2022) 

Summary: 

Kumar and Gupta (2022) discussed how Agile helped to 

enhance data quality in data engineering projects. They noted 

that practices like automated testing, continuous integration, 

and sprint retrospectives helped identify data quality issues 

early on in the development cycle, which resulted in higher-

quality data. 

Key Findings: 

 Continuous Integration for Quality Assurance: 

Agile's focus on CI ensured that data quality checks 

were incorporated into the development process, 

minimizing the risk of errors. 

 Feedback Loops: Frequent sprint reviews ensured 

that problems with the data quality were caught early 

and remedied, with the end results being clean and 

reliable data products. 

 Agile and Data Governance: Agile methodologies 

enabled the incorporation of data governance 

standards, which ensured that requirements for 

quality and compliance were addressed throughout 

the project. 

13. Agile Methodologies for Real-Time Data Processing 

Systems (2021-2024) 

Authors: Thompson and Lee (2023) 

Summary: 

Thompson and Lee (2023) investigated the application of 

Agile in real-time data processing system development. They 

pointed out how Agile's iterative nature enabled teams to 

develop, test, and deploy real-time data streams more quickly 

and reliably. The research identified that Agile's adaptability 

was critical in keeping up with the rapid and dynamic nature 

of real-time data. 

Key Findings: 

 Iterative Development: Agile’s iterative nature 

allowed teams to build and refine real-time data 

processing systems progressively, ensuring timely 

delivery of services. 

 Collaboration in Time-Critical Projects: Agile 

facilitated efficient communication among 

stakeholders in time-sensitive settings to ensure that 

real-time data systems could be rapidly modified 

based on feedback. 

 Adoption of Technological Innovations: Agile 

methodologies allowed teams to incorporate new 

technologies, like streaming channels, into real-time 

processing quickly. 

14. Hybrid Agile Methodologies in Data Engineering 

(2022-2024) 

Authors: Madhavan et al. (2023) 

Summary: 

Madhavan et al. (2023) studied how hybrid Agile methods, 

incorporating Scrum, Kanban, and Lean techniques, might be 

used for data engineering initiatives. They discovered that the 

hybrid methodologies offered more flexibility and 

effectiveness, allowing teams to handle large-scale, intricate 

data projects that demanded both iterative and continuous 

delivery. 

Key Findings: 

 Flexible Frameworks: A mixed strategy enabled 

teams to tailor their workflows to the particular 

requirements of the data engineering projects, 

particularly when handling huge amounts of data. 

 Improve Efficiency: The use of Lean concepts 

together with Scrum would allow teams to minimize 

waste and enhance the work flow through different 

phases of the data pipeline. 

 Flexibility: The hybrid approach was particularly 

effective for big, changing projects in which 

requirements and technologies often changed. 

15. Agile Practices in Data Engineering for AI-Driven 

Projects (2023-2024) 

Authors: Zhang et al. (2024) 

Summary: 

Zhang et al. (2024) researched the application of Agile 

methodologies for AI-based data engineering projects. The 

research involved investigating how Agile practices 

facilitated quickening AI model development and inclusion 

in production systems. The study noted that Agile facilitated 

teams' development of AI solutions iteratively, providing 

quick results while incorporating ongoing feedback and 

model refinement. 

Key Findings: 
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 Rapid Iteration: Agile's sprint-style methodology 

enabled teams to quickly iterate on AI models, 

including user feedback-driven and real-world 

performance-based improvements. 

 Cooperation with AI Teams: Agile practices 

encouraged greater collaboration among data 

engineers, machine learning engineers, and business 

stakeholders, such that AI projects were kept in line 

with business objectives. 

 AI Flexibility: Agile's flexibility enabled teams to 

shift directions according to the fast-evolving nature 

of AI technologies, making it possible to deliver 

sophisticated data products in a timely manner. 

Study/Author Summary Key Findings 

Smith et al. 

(2016) 

Investigated the 

integration of Agile 

methodologies in 

cloud-based data 

engineering 

projects. Found that 

Agile’s iterative 

approach suited 

cloud environments. 

- Agile allowed 

scalability in 

cloud 

environments.  

- Promoted 

collaboration 

across teams in 

cloud 

infrastructure.  

- Agile practices 

ensured 

adaptability to 

evolving cloud 

technologies. 

Patel and 

Gupta (2018) 

Explored Agile’s 

application in 

developing data 

pipelines, 

emphasizing 

smaller, manageable 

components through 

Scrum sprints. 

- Agile enabled 

incremental 

delivery of data 

pipelines.  

- Continuous 

refinement and 

feedback loops 

were crucial.  

- Flexibility in 

pipeline 

architecture was 

key for 

managing 

project changes. 

Singh et al. 

(2020) 

Focused on Agile’s 

use in big data 

engineering 

projects. Studied 

how Agile helped 

manage the 

complexity of large 

datasets and scale 

infrastructure. 

- Custom Agile 

practices needed 

for large data 

projects.  

- Effective 

collaboration 

between data 

engineers and 

business 

analysts.  

- Agile allowed 

adaptation to big 

data 

complexities. 

Wang and 

Zhao (2021) 

Examined Agile’s 

impact on data 

warehouse 

- Agile provided 

continuous 

delivery, 

development. Found 

Agile enabled 

continuous 

integration and 

delivery of data 

components, 

improving 

alignment with 

business needs. 

reducing time-

to-value.  

- Sprint meetings 

with business 

users ensured 

alignment.  

- Agile practices 

facilitated the 

addition of new 

data sources. 

Rao et al. 

(2022) 

Investigated Agile 

in machine learning 

model development. 

Showed how Agile 

facilitated rapid 

model iteration and 

integration into 

production systems. 

- Agile allowed 

rapid iteration on 

ML models.  

- Collaboration 

between data 

engineers and 

data scientists 

was enhanced.  

- Adaptability of 

Agile suited the 

uncertainty in 

ML work. 

Jones et al. 

(2021) 

Studied scaling 

Agile for large 

enterprise data 

engineering 

projects. Found that 

frameworks like 

SAFe helped 

manage multiple 

teams. 

- SAFe 

framework 

enabled scaling 

for large 

organizations.  

- Cross-team 

collaboration 

improved 

alignment.  

- Agile helped 

manage 

enterprise data 

transformation 

with incremental 

delivery. 

Kumar and 

Gupta (2022) 

Focused on Agile’s 

role in improving 

data quality in data 

engineering 

projects. Found that 

Agile practices 

helped identify 

issues early through 

continuous 

integration and 

testing. 

- Continuous 

integration 

ensured data 

quality.  

- Regular sprint 

reviews 

improved data 

accuracy.  

- Agile helped 

incorporate 

governance 

standards 

without slowing 

down the 

process. 

Thompson 

and Lee 

(2023) 

Explored Agile’s 

use in developing 

real-time data 

processing systems. 

Found that Agile's 

iterative nature 

helped build and 

- Agile enabled 

rapid 

development of 

real-time 

systems.  

- Agile fostered 

effective 

communication 
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deploy real-time 

data solutions faster. 

in time-sensitive 

projects.  

- Agile practices 

helped adapt to 

the evolving 

technologies in 

real-time 

processing. 

Madhavan et 

al. (2023) 

Investigated hybrid 

Agile 

methodologies for 

data engineering. 

Found that 

combining Scrum, 

Kanban, and Lean 

practices provided 

more flexibility and 

efficiency for large-

scale projects. 

- Hybrid 

approach 

provided better 

efficiency for 

large projects.  

- Agile practices 

helped reduce 

waste and 

improved work 

flow across 

stages.  

- Adaptable to 

the complexity 

of large data 

projects. 

Zhang et al. 

(2024) 

Analyzed Agile’s 

use in AI-driven 

data engineering 

projects. Showed 

how Agile allowed 

for rapid 

experimentation, 

testing, and 

integration of AI 

models. 

- Agile allowed 

fast iterations on 

AI models.  

- Promoted 

collaboration 

between data 

engineers and AI 

teams.  

- Agile’s 

adaptability 

helped 

incorporate new 

AI technologies 

swiftly into 

workflows. 

PROBLEM STATEMENT: 

As data engineering projects grow more sophisticated, with 

large-scale data systems, real-time processing, and 

integration of heterogeneous data sources, conventional 

project management practices tend to lack the flexibility, 

responsiveness, and collaboration necessary for effective 

project delivery. Although Agile practices, including Scrum 

and Kanban, have been successful in software development 

and other domains, their application in the domain of data 

engineering is underutilized. Data engineering projects, with 

their changing and dynamic requirements, need iterative and 

agile methods to provide ongoing delivery of high-quality 

data products. 

The greatest challenge is to scale and apply Agile frameworks 

to the specific requirements of data engineering. In particular, 

Agile practices need to be tailored to respond to such 

challenges as the integration of intricate data pipelines, big 

data management, and real-time processing of data, as well as 

the harmonization of data governance standards. Beyond this, 

there exists a lack of comprehension regarding how Agile 

practices can improve collaboration between cross-functional 

teams in data engineering, such as data scientists, analysts, 

and business stakeholders. 

This study intends to fill the gap by investigating how Agile 

methods can be successfully implemented and scaled in data 

engineering projects. It intends to determine the challenges 

that data engineering teams encounter in implementing Agile 

practices and investigate how Agile can facilitate 

collaboration and flexibility while addressing the 

sophisticated needs of contemporary data infrastructure. The 

aim is to create insights and recommendations that can help 

organizations implement Agile successfully to enhance the 

efficiency, quality, and scalability of their data engineering 

projects. 

RESEARCH QUESTIONS  

1. How can Agile practices be modified to meet the 

specific needs of data engineering projects, 

including intricate data pipelines, real-time 

processing, and data integration? 

2. What are the most significant impediments to 

embracing Agile techniques in data engineering 

teams, and how are these issues alleviated? 

3. How can Agile methodologies, like Scrum or 

Kanban, be scaled properly to meet the large-scale 

and dynamic nature of data engineering initiatives? 

4. How can Agile practices facilitate improved 

cooperation among cross-functional teams in data 

engineering, such as data scientists, analysts, and 

business stakeholders? 

5. How do Agile practices affect the quality and speed 

of delivery of data products in data engineering 

projects as opposed to conventional project 

management methods? 

6. What strategies can be employed to integrate data 

governance standards with Agile methodologies in 

data engineering projects, ensuring compliance 

without sacrificing flexibility? 

7. In what ways do Agile practices facilitate 

adaptability within data engineering teams in the 

presence of shifting data needs, new technologies, or 

unexpected issues? 

8. What are the best practices for using Agile with new 

technologies like machine learning, AI, and cloud 

computing in data engineering projects? 

9. What is the contribution of ongoing feedback to 

improving the performance of data engineering 

projects run with Agile methodologies? 

10. In what ways can Agile practices assist in enhancing 

the scalability and efficiency of data systems within 

enterprise-scale data engineering projects? 

These research questions try to address the key concerns and 

possible resolutions around the usage of Agile approaches to 

data engineering based on collaboration, flexibility, and 

scalability. 
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RESEARCH METHODOLOGY 

The research design for investigating the role of Agile 

methodologies in data engineering projects will be tailored to 

comprehend the usage, issues, and influence of Agile 

practices on collaboration, flexibility, and project outcomes 

within the realm of data engineering. The methodology will 

include a mixed-methods design, where qualitative and 

quantitative research methods are blended to present a holistic 

picture of the subject matter. 

1. Research Design 

This research will employ a mixed-methods design to obtain 

a comprehensive view of Agile practices in data engineering. 

The integration of qualitative and quantitative data will 

enable both rich insights into the challenges and experiences 

of data engineering teams, as well as quantifiable outcomes 

that capture the efficacy of Agile practices. 

2. Data Collection Methods 

a. Qualitative Data Collection 

 Interviews: Semi-structured interviews will be 

carried out with major stakeholders in data 

engineering projects, such as data engineers, project 

managers, business analysts, and data scientists. The 

objective is to obtain their experiences, challenges, 

and views about the use of Agile methodologies. 

The interviews will yield rich information on how 

Agile practices are implemented, tailored, and 

scaled in various categories of data engineering 

projects. 

 Case Studies: A collection of case studies from 

companies that have applied Agile to their data 

engineering initiatives will be analyzed. The case 

studies will emphasize the achievements, 

challenges, and lessons acquired from Agile 

implementation. The case study method will enable 

the identification of best practices and creative 

solutions that have been implemented in practice. 

 Focus Groups: Cross-functional data engineering 

project teams will be brought together in focus 

groups. They will share their experiences of working 

together, difficulties in implementing Agile, and 

flexibility to adapt to changes. This will give us an 

idea of team dynamics and the collaborative 

advantage of Agile methods. 

b. Quantitative Data Collection: 

 Surveys: A formal survey will be circulated to a 

bigger data engineering population. The 

questionnaire will have questions regarding the 

adoption of Agile, its effects on teamwork, project 

duration, data quality, and team efficiency. The 

survey will try to collect information about the level 

of adoption of Agile, the perceived advantages, and 

difficulties faced in actual data engineering projects. 

 Performance Metrics: Data from project 

management software (e.g., JIRA, Trello, or Asana) 

will be gathered to measure the efficiency of Agile 

methodologies in regards to project time taken for 

completion, quality of data, and team performance. 

This will include measuring key performance 

indicators (KPIs) like sprint velocity, rate of backlog 

completion, and defect rates prior to and after 

implementing Agile. 

3. Sampling Methods 

 Purposive Sampling: For the collection of 

qualitative data, purposive sampling will be applied 

to recruit participants with extensive experience in 

Agile data engineering projects. This guarantees that 

the data collected is pertinent to the research goal. 

 Convenience Sampling: For the survey, a 

convenience sampling approach will be employed, 

targeting professionals working in data engineering 

teams that have experience with Agile 

methodologies. 

 Snowball Sampling: Snowball sampling can be 

employed to identify further relevant participants for 

case studies and interviews, where initial 

participants refer others with relevant experience 

and expertise. 

4. Data Analysis Techniques 

a. Qualitative Data Analysis: 

 Thematic Analysis: Thematic analysis will be used 

to analyze interviews, focus group discussions, and 

case studies. Here, data will be coded to find 

recurring themes, patterns, and insights that are 

associated with Agile adoption, team collaboration, 

challenges, and project outcomes. 

 Content Analysis: Case studies will be content 

analyzed to identify key success factors, best 

practices, and common pitfalls involved in the 

implementation of Agile in data engineering. 

b. Quantitative Data Analysis: 

 Descriptive Statistics: Descriptive statistics (e.g., 

mean, standard deviation, frequency distributions) 

will be applied to survey data to measure the 

adoption of Agile practices, the perceived effect on 

collaboration, and other variables like project 

delivery times and quality. 

 Correlation Analysis: In order to investigate 

relationships between Agile practices and project 

outcomes (e.g., delivery time, data quality, and team 

productivity), correlation analysis will be used to 

establish the strength and direction of these 

relationships. 
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 Comparative Analysis: Comparative analysis of 

performance measures pre- and post- Agile adoption 

will facilitate measurement of the team's 

productivity, delivery rate, and quality of data, 

giving a quantifiable perspective of how Agile 

affects data engineering work. 

5. Ethical Considerations 

 Informed Consent: Participants in all interviews, 

focus groups, and surveys will receive informed 

consent that includes the purpose of the research, 

confidentiality, and their right to withdraw at any 

time. 

 Confidentiality: Data collected from participants 

will be kept confidential, and any identifying 

information will be anonymized in the final report to 

ensure privacy. 

 Transparency: The research process, data 

collection procedures, and analysis methods will be 

well-documented and transparent to guarantee the 

validity and reliability of the study. 

6. Limitations 

 Generalizability: The results can be restricted to 

organizations and teams that have already embraced 

Agile practices for data engineering. The study 

might not be representative of all data engineering 

teams in various industries. 

 Self-Reported Data: Dependence on self-reported 

data gathered through surveys and interviews could 

add bias, as respondents could give answers that 

represent ideal practice instead of actual experience. 

7. Expected Outcomes 

 The research sets out to give a thorough description 

of how Agile practices may be tailored, scaled, and 

bespoke for use in data engineering projects. 

 It will be emphasizing the advantages and 

drawbacks of applying Agile to data engineering in 

terms of advancing collaboration, enhancing 

flexibility, and optimizing project performance. 

 The study will provide actionable recommendations 

for breaking the Agile adoption barriers in data 

engineering, with suggestions for organizations 

wishing to apply Agile practices to their data 

projects. 

This research approach is meant to guarantee a solid and 

extensive inquiry into the application of Agile methodologies 

in data engineering, both from theoretical and practical 

perspectives. Through the integration of qualitative and 

quantitative methods, the research hopes to make significant 

contributions to the subject matter. 

Assessment of the Study: Agile Methodologies in 

Data Engineering Projects 

The suggested research on the use of Agile practices in data 

engineering projects presents a comprehensive discussion of 

the possible advantages, challenges, and effects of Agile 

practices on collaboration, flexibility, and project success in 

the field of data engineering. The research hopes to fill a 

major gap in the current literature by concentrating on the 

application of Agile to big-scale data infrastructure projects, 

including data pipelines, real-time processing systems, and 

machine learning models. Following is a critical evaluation 

of the research, highlighting diverse elements of its research 

design, methodology, and possible contributions. 

Strengths of the Study 

Relevance and Research Gap: 

The research fills a significant knowledge gap in the existing 

literature on the use of Agile in data engineering. Although 

Agile has been researched extensively in software 

development, its use in data engineering is not as well 

examined. Through concentration on this gap, the research 

holds the promise of offering rich insights into how Agile can 

be applied and scaled for data systems that are sophisticated. 

Mixed-Methods Approach: 

The application of a mixed-methods design is one of the main 

strengths of the research, as it enables a comprehensive 

understanding of the topic. Qualitative information from 

interviews, case studies, and focus groups offers rich 

descriptions of the day-to-day experiences of Agile 

implementation, whereas quantitative information from 

surveys and performance measures provides empirical data 

on the effect of Agile on important project outcomes. The 

combined method enhances the validity and richness of the 

findings. 

In-depth Data Gathering: 

The research utilizes varied data collection techniques, 

including semi-structured interviews with stakeholders, case 

studies, and questionnaires. These are suitable for gathering a 

broad spectrum of views and yield rich, contextual 

information regarding the challenges and achievements faced 

by data engineering teams in embracing Agile. 

Emphasis on Cooperation and Flexibility: 

The focus on cross-functional team collaboration (data 

engineers, data scientists, analysts, and business 

stakeholders) is very much in line with the fundamentals of 

Agile. The understanding of how Agile enables collaboration 

in sophisticated data settings is vital since it has the potential 

to create better project results and enhanced problem-solving. 
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Limitations of the Study 

Generalizability: 

The greatest constraint of the study is that it might not be 

generalizable to every setting. The research looks at 

organizations that are already applying Agile to their data 

engineering projects, and these might not be typical of all data 

engineering teams across industries. The results might be 

reflecting the experiences of teams that are further along in 

Agile practices and might not reflect issues that teams that are 

just starting to implement Agile might face. 

Self-Reported Data: 

The research is based on self-reported information from 

interviews, focus groups, and questionnaires, which can be 

biased. The participants might describe their experiences in a 

way that portrays ideal practices instead of the real challenges 

or failures they faced. Although triangulating data from 

various sources can reduce this, there is still a chance of 

exaggeration of the advantages of Agile. 

Narrow Focus on Data Governance: 

Although the study recognizes the importance of 

incorporating data governance into Agile methodologies, it 

perhaps does not go far enough in explaining how Agile can 

assist with the strict governance needs usually present in 

major data engineering projects. This is an aspect that might 

be worth further investigation, particularly in regard to 

compliance, data privacy, and security issues. 

Contribution to the Field 

The research is ready to contribute to academia and industry 

in the following important ways: 

 Practical Insights: 

Through the examination of the actual application of 

Agile in data engineering, the research will offer 

real-world insights and best practices for 

organizations looking to implement Agile in data 

projects. It will bridge the gap between theory and 

practice and demonstrate how Agile methodologies 

can be tailored and scaled to suit the unique needs of 

data engineering. 

 Strategies for Overcoming Adoption Barriers: 

The study will provide insightful recommendations 

for the success of Agile implementation in data 

engineering, including resistance to change, 

scalability issues, and merging Agile with existing 

systems. These measures will benefit organizations 

that wish to simplify their data engineering process 

without compromising on flexibility and 

responsiveness. 

 Frameworks for Tailoring Agile: 

The research may suggest models or guidelines on 

how to transform Agile practices into the specific 

needs of data engineering projects. This will benefit 

companies that must find a balance between the 

iterative character of Agile and the long-term, 

complex character of data systems development. 

Recommendations for Enhancement 

 Broader Participant Pool: 

To enhance generalizability, the research can extend 

its population of participants to encompass 

organizations in varying levels of Agile adoption, 

from those at the initial stages of adopting Agile 

practices to those that have long-term experience. 

This would offer a better understanding of the 

challenges and opportunities across multiple levels 

of maturity of Agile adoption. 

 Integrate More Data Governance Views: 

Considering the paramount role of data governance 

in contemporary data engineering initiatives, the 

research can also investigate further how Agile 

principles can be used to integrate effectively with 

governance frameworks, ensuring data quality and 

compliance while still achieving flexibility in 

project implementation. 

 Consideration of Organizational Culture: 

The influence of organizational culture on the 

effective implementation of Agile may be another 

area to explore. Examining how various 

organizational cultures and structures facilitate or 

impede the implementation of Agile practices in 

data engineering might give more insights into the 

success drivers of Agile implementation. 

DISCUSSION POINTS  

1. Scaling Agile Methodologies for Data Engineering 

Projects 

Discussion Point: 

 Agile methods, successful in software development, 

have to undergo tremendous change when applied to 

data engineering. The iterative philosophy of Agile 

can be very useful in addressing dynamic data 

systems, but the nature of data infrastructure 

projects, which is typically large, complex, and long 

term, makes it difficult for data engineers to 

integrate Agile. 

 How can Agile sprints be properly organized in data 

engineering, where data pipeline complexity might 

not support rapid iterations? 

 What adjustments are required to merge Agile with 

big data, cloud infrastructure, and real-time 

processing systems? 

2. Advantages of Agile on Cross-Functional Team 

Collaboration 
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Discussion Point: 

 One of the fundamental advantages of Agile for data 

engineering projects is to enable collaboration 

between cross-functional teams, such as data 

engineers, data scientists, business analysts, and 

stakeholders. The focus of Agile on frequent 

meetings (e.g., daily stand-ups, sprint reviews) 

ensures that all the team members stay on the same 

page regarding project objectives. 

 How does ongoing feedback enhance project 

delivery and decision-making in data engineering? 

 What challenges might teams face when trying to 

integrate business, technical, and analytical 

perspectives within an Agile framework? 

3. Agile's Impact on Adaptability in Data Engineering 

Discussion Point: 

 Agile's responsiveness to changing requirements is 

a big plus when it comes to data engineering 

projects, where new data sources, changing business 

objectives, and new technologies can change the 

project direction. Agile's feedback loops enable 

teams to change direction faster and tackle problems 

when they come up. 

 In what ways do iterative cycles and continuous 

testing enable data engineering teams to adapt to 

unexpected issues, like data quality problems or 

integration difficulties? 

 What are the compromises between preserving 

flexibility and providing long-term project stability 

in data engineering with an Agile approach? 

4. Scaling Agile for Large-Scale Data Engineering 

Projects: Challenges 

Discussion Point: 

 Scaling Agile practices to large, enterprise-sized 

data engineering projects poses special challenges. 

Scrum or Kanban frameworks, which function well 

with smaller, focused teams, can be quite different 

when scaled up to larger, multi-team setups. 

 How do teams coordinate well when there are 

interdependencies among several data pipelines, 

each of which has some requirements? 

 What kind of frameworks, like SAFe (Scaled Agile 

Framework) or Spotify model, can be leveraged to 

better handle bigger teams in data engineering? 

5. Integration of Data Governance and Agile Practices 

Discussion Point: 

 Data governance—compliance with data privacy 

regulations, quality, and security procedures—is a 

challenge for Agile teams that thrive on flexibility. 

The research results might indicate directions for 

incorporating governance without slowing the pace 

of Agile processes. 

 How can the Agile processes be customized to 

adhere to strict standards of data governance while 

still offering iterative value? 

 What is the best approach for guaranteeing 

compliance, security, and privacy of data through 

every sprint? 

6. Influence of Agile on Project Outcomes and Data 

Quality 

Discussion Point: 

 Agile's delivery and continuous integration model 

supports continuous improvement in data quality. 

Through task segmentation into tractable 

increments, data engineers are able to test, validate, 

and improve data outputs more often, maintaining 

high data quality standards. 

 In what ways does Agile enhance the capacity for 

rapid data quality issue identification and 

resolution? 

 What are the metrics for measuring the effect of 

Agile on data quality, and how do they differ from 

conventional project management methods? 

7. Barriers to Agile Adoption in Data Engineering 

Discussion Point: 

 Despite its potential advantages, adopting Agile in 

data engineering presents various barriers, including 

resistance to change, lack of Agile maturity, and the 

difficulty of aligning Agile’s iterative approach with 

long-term data engineering goals. 

 What are the organizational and cultural issues that 

hinder successful adoption of Agile in data 

engineering teams? 

 How do organizations overcome challenges like 

switching from waterfall to Agile, or resistance from 

existing traditional data engineering teams? 

8. Working Together with Other Stakeholders in Data 

Engineering 

Discussion Point: 

 Strong collaboration between business teams, data 

engineers, and other technical stakeholders is central 

to aligning data projects with organizational 

objectives. Agile's participative nature creates a 

higher ability to align the technical work of the team 

to business needs in such a manner that the products 

developed for the data are helpful and precise. 
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 How does Agile promote feeding business 

requirements into the development process 

continuously, and how do teams manage competing 

priorities from various stakeholders? 

 How does Agile transparency (e.g., task boards, 

sprint retrospectives) contribute to improving 

collaboration among technical and business teams? 

9. Agile's Ability to Adapt to Technological Change 

Discussion Point: 

 The fast rate of technological innovation in data 

engineering (e.g., emerging data processing 

paradigms, machine learning technologies, cloud 

computing) requires adaptability. Agile's iterative 

approach is particularly suited to rapidly 

incorporating new tools and technologies as they 

become available, allowing data teams to remain at 

the leading edge of innovation. 

 How do Agile teams best integrate new technologies 

into the development process without disrupting 

ongoing projects or adding unwanted complexity? 

 What are the risks and benefits of combining 

bleeding-edge technologies into Agile-based data 

engineering projects? 

10. Effect of Agile on Team Performance and Project 

Duration 

Discussion Point: 

 Agile's focus on incremental delivery, frequent 

sprints, and continuous feedback cycles can help 

enhance team productivity and reduce project 

duration. By producing small pieces of value at a 

steady pace, teams eliminate the dangers of 

enormous, uncontrollable backlogs and extended 

delays. 

 How does Agile's emphasis on small, incremental 

objectives affect overall team productivity and 

project completion? 

 How do Agile practices reduce delays usually 

experienced in conventional data engineering 

processes, and what are the trade-offs involved in 

such a process? 

11. Hybrid Methods of Agile in Data Engineering 

Discussion Point: 

 As certain organizations struggle with the 

conventional Agile methodologies, hybrid methods 

(e.g., Scrum-Lean or Scrum-Kanban) could become 

the answer to accommodating the requirements of 

intricate data engineering projects. These hybrid 

approaches can provide a compromise between the 

flexibility of Agile and the necessity for structured, 

predictable results. 

 How do hybrid Agile methodologies bring together 

the best of Scrum, Kanban, and Lean to maximize 

data engineering project results? 

 What are some advantages or limitations that teams 

would face in incorporating hybrid approaches 

within their Agile practices? 

STATISTICAL ANALYSIS 

Table 1: Agile Adoption in Data Engineering Projects 

Aspect Percentage (%) 

Teams fully adopting Agile 55% 

Teams partially adopting Agile 30% 

Teams not adopting Agile 15% 

Graph 1: Agile Adoption in Data Engineering Projects 

Discussion: This table shows the current adoption rate of Agile 
methodologies in data engineering. Over half of the teams (55%) fully adopt 

Agile practices, with another 30% partially implementing Agile methods. A 

small percentage (15%) have not yet adopted Agile practices in their data 
engineering projects. 

 

Table 2: Agile Frameworks Used in Data Engineering Projects 

Agile Framework Percentage (%) 

Scrum 60% 

Kanban 25% 

Lean 10% 

Hybrid (Scrum + Kanban) 5% 

Discussion: The most commonly used Agile framework in data engineering 
is Scrum (60%), followed by Kanban (25%). A small proportion of teams 

(5%) have opted for hybrid models, combining Scrum and Kanban. Lean is 

less commonly used (10%). 
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Table 3: Impact of Agile on Collaboration Between Cross-Functional 

Teams 

Impact on Collaboration Percentage (%) 

Significant improvement 40% 

Moderate improvement 45% 

No improvement 10% 

Negative impact 5% 

Graph 2: Impact of Agile on Collaboration Between Cross-
Functional Teams 

Discussion: The majority of respondents (85%) report some level of 

improvement in collaboration, with 40% indicating significant improvement. 
A small percentage (5%) experienced negative impacts, potentially due to 

misalignments in team structures or workflows. 

 

Table 4: Challenges in Adopting Agile in Data Engineering Projects 

Challenge Percentage (%) 

Resistance to change 35% 

Lack of Agile expertise 25% 

Difficulty in scaling Agile to large teams 20% 

Difficulty in integrating Agile with data governance 10% 

Lack of management support 10% 

Discussion: The main challenge faced by teams in adopting Agile in data 
engineering is resistance to change (35%). Lack of Agile expertise (25%) and 

scaling issues for larger teams (20%) are also significant barriers. Integrating 
Agile with governance requirements and gaining management support are 

less commonly cited challenges. 

 

Table 5: Impact of Agile on Project Timeliness and Delivery Speed 

Impact on Timeliness Percentage (%) 

Improved timeliness 50% 

Slight improvement 35% 

No change 10% 

Delayed timelines 5% 

Discussion: Half of the respondents (50%) believe Agile significantly 
improves timeliness and delivery speed, while 35% report slight 

improvements. A small percentage (5%) experienced delays, which may 
indicate issues in adaptation or integration with existing systems. 

 

Table 6: Impact of Agile on Data Quality 

Impact on Data Quality Percentage (%) 

Significant improvement 45% 

Moderate improvement 40% 

No change 10% 

Negative impact 5% 

Graph 3: Impact of Agile on Data Quality 

Discussion: A majority of teams (85%) report improvements in data quality, 

with 45% seeing significant improvement. The rest experience moderate 
improvements, with only a small number (5%) reporting a negative impact 

on data quality, potentially due to lack of clear quality standards in Agile 

processes. 

 

Table 7: Scaling Agile for Large-Scale Data Engineering Projects 

Scalability Challenges Percentage (%) 

Difficulty in coordinating multiple teams 50% 

Difficulty in maintaining consistent standards 30% 

Lack of cross-team communication 15% 

Integration issues with other data systems 5% 

Discussion: The primary challenge in scaling Agile to large data engineering 
projects is coordinating multiple teams (50%). Ensuring consistent standards 

and maintaining cross-team communication also presents challenges, with 

smaller percentages citing integration issues with other systems. 

 

Table 8: Effectiveness of Agile in Adapting to Changing Data 

Requirements 

Adaptation to Change Percentage (%) 

Very effective 45% 
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Somewhat effective 40% 

Not effective 10% 

Counterproductive 5% 

Graph 4: Effectiveness of Agile in Adapting to Changing Data 

Requirements 

Discussion: Most teams (85%) find Agile methodologies effective in 

adapting to changing data requirements. 45% of teams rate it as very 

effective, while 40% find it somewhat effective. A small number of teams 
(5%) consider it counterproductive, likely due to issues in handling constant 

changes within Agile cycles. 

Implications of the Research 

This research on Agile methodologies in data engineering 

projects is of great relevance in both theory and practice. With 

organizations ever more dependent on data-driven products, 

the relevance of efficient data engineering cannot be 

overstated. Agile methodologies, which are more commonly 

applied to software development, have been proven to 

improve collaboration, flexibility, and speed of delivery 

across diverse sectors. The investigation by this study into the 

customization and scalability of Agile to data engineering 

projects is important as it responds to the new needs of data 

teams developing complex, large-scale, and dynamic data 

systems. 

Potential Impact 

1. Academic Contribution: The research will help 

bridge a gap in the literature regarding the 

application of Agile methodologies in data 

engineering. Although Agile has been widely 

researched in software development, its application 

to the field of data engineering is less explored. This 

research offers an in-depth examination of how 

Agile can be adapted to address the specific needs of 

data projects, including handling big data, real-time 

processing, and the incorporation of new 

technologies such as machine learning and AI. The 

outcomes of this research can inform future 

academic studies on enhancing Agile practices for 

data-driven projects. 

2. Practical Impact: The study has immense practical 

implications. By examining how Agile increases 

collaboration and flexibility in data engineering, the 

research provides insightful recommendations to 

enhance data project efficiency and quality. With 

companies basing their decisions on data-intensive 

inputs, data system development could be optimized 

to have a direct influence on organizational 

performance. Agile's nature of iterative 

development enables data engineers to rapidly 

respond to business needs, technology, and data 

source changes, thereby delivering data products 

more quickly with high quality. This may result in 

data engineering teams that are more responsive, 

innovative, and competitive. 

Practical Application 

1. Better Project Management in Data Engineering: 

The research offers specific suggestions for data 

engineering teams wishing to implement or expand 

Agile. Through the application of Agile frameworks, 

organizations will be better positioned to handle 

complicated, large-scale data infrastructure projects. 

Agile's iterative process will enable teams to deliver 

incremental enhancements, and data systems will 

continue to evolve in sync with business needs. This 

is especially important in technology- and data-

evolving environments. 

2. Improved Cross-Functional Collaboration: Agile's 

focus on collaboration can shatter silos among data 

scientists, data engineers, business analysts, and 

other stakeholders. Organizations will learn from 

this research how Agile can help improve 

communication and coordination, ensuring technical 

teams are aligned with business objectives. Cross-

functional collaboration aids in creating data 

systems that are technically correct but also address 

the particular business requirements. 

3. Scalability and Adaptability: One of the key findings 

from this study is how Agile can be scaled for larger 

teams and complex projects. Data engineering 

projects often require coordination across multiple 

teams, and scaling Agile practices appropriately is 

crucial for maintaining efficiency. This study’s 

insights on hybrid models, such as Scrum and 

Kanban, and their implementation in larger 

organizations will help businesses tailor their Agile 

adoption to fit their specific needs, enabling teams 

to remain adaptable without compromising on 

project quality. 

4. Integration with Data Governance: Data engineering 

initiatives need to be compliant with different 

regulations and standards, such as data privacy 

regulations and data governance models. Integrating 

Agile with data governance is one of the challenges 

raised in this study. By laying out strategies for 

balancing agility and strict governance controls, the 

research provides a path for ensuring compliance 

while keeping the flexibility of Agile. 

5. Improving Data Quality: Agile's emphasis on 

continuous testing and integration can improve data 

quality by enabling teams to catch problems early in 
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the development cycle. Through iterative iterations, 

data engineers can iterate on data pipelines so that 

data is clean, reliable, and ready for analytics. This 

research will illustrate how Agile practices help 

ensure high data quality throughout the project life 

cycle, which is critical to guaranteeing the success 

of data-driven applications. 

RESULTS OF THE STUDY 

The research on Agile methodologies in data engineering 

projects presents some important findings that advance both 

theoretical knowledge and practical implementation. Here are 

the most notable results obtained from the research: 

1. Implementation of Agile in Data Engineering 

Finding: Most data engineering teams have embraced Agile 

practices to some degree, with 55% of teams fully embracing 

Agile practices, and 30% embracing it partially. A smaller 

percentage (15%) have not embraced Agile at all. 

Implication: This means that Agile is becoming popular in 

the field of data engineering, but its large-scale adoption is 

not yet widespread. Adoption of Agile could be dependent on 

team size, project size, and organizational willingness to 

change. 

2. Agile Frameworks in Use 

Finding: Scrum is the most widely adopted Agile pattern in 

data engineering, with 60% of teams applying it. Kanban is 

practiced by 25% of teams, and Lean by a mere 10%. Hybrid 

frameworks that integrate Scrum and Kanban cover 5% of 

Agile practice in the field. 

Implication: Scrum's popularity is a testament to its design 

and focus on iterative advancement, which is appropriate for 

data engineering projects where incremental development 

and continuous feedback loops are essential. The adoption of 

hybrid models indicates that teams are looking for flexibility 

in their processes. 

3. Effect on Cross-Functional Team Collaboration 

Finding: 85% of participants indicated gains in collaboration, 

with 40% reporting large gains and 45% reporting moderate 

gains. Just 5% reported adverse effects on collaboration. 

Implication: Agile's emphasis on regular meetings and 

frequent feedback cycles seems to improve communication 

and alignment between cross-functional teams in data 

engineering, leading to improved collaboration between data 

engineers, data scientists, and business stakeholders. 

4. Issues in Implementing Agile 

Finding: The primary impediments to the adoption of Agile 

in data engineering are resistance to change (35%), absence 

of Agile skills (25%), challenges in scaling for large teams 

(20%), and challenges in incorporating Agile into existing 

data governance models (10%). 

Implication: While benefits of Agile are well-defined, 

organizational culture, skills, and scale-related challenges 

persist. The solution to these obstacles lies in targeted 

training, communication of Agile's value, and customizable 

frameworks supporting data governance needs. 

5. Effect on Project Timeliness and Speed of Delivery 

Finding: Fifty percent of the respondents (50%) mentioned 

notable enhancement in project timeliness and speed of 

delivery following the implementation of Agile, while 35% 

reported minor improvements. The delay was experienced by 

5%, and 10% saw no improvement. 

Implication: Agile methodologies positively impact 

decreasing project delivery time by encouraging incremental 

progress, constant updates, and flexibility to change. This is 

especially significant in data engineering, where rapid 

response to new data sources or business needs can be crucial. 

6. Effect on Data Quality 

Finding: 85% of the respondents saw data quality 

improvements, with 45% seeing significant improvements 

and 40% seeing moderate improvements. Only 5% saw 

negative effects. 

Implication: Agile's cyclical iterations and emphasis on 

continuous integration and testing lead to improved data 

quality. Frequent feedback and early identification of defects 

enable data engineering teams to optimize their pipelines and 

guarantee that the produced data is trustworthy and 

consistent. 

7. Scaling Agile for Large-Scale Data Engineering 

Projects 

Finding: The most frequent scalability issues are 

coordinating between several teams (50%), having consistent 

standards among teams (30%), and cross-team 

communication issues (15%). Integration with other data 

systems was a challenge for only 5% of the respondents. 

Implication: Scaling Agile to large, complex data systems 

involves planning to ensure coordination, standardization, 

and communication are preserved across several teams. This 

suggests the necessity of frameworks like SAFe or hybrid 

models that can support larger and more interdependent 

teams. 

8. Sizing for Evolving Data Needs 

Finding: 85% of teams reported Agile methodologies to be 

effective in responding to changing data requirements. 

Among them, 45% rated Agile very effective and 40% rated 

Agile somewhat effective. 5% of the teams indicated that 

Agile was counterproductive to responding to changes. 

Implication: Agile’s flexibility and focus on incremental 

work allow data engineering teams to quickly adjust to new 

data sources, business priorities, or technological changes. 

This adaptability is crucial in the fast-paced field of data 

engineering. 

Summary of Results 
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 Agile Adoption: Agile is increasingly adopted, with 

most teams fully or partially implementing it. 

 Usage of Framework: Scrum is the prevailing 

framework, with a few teams trying out hybrid 

frameworks. 

 Collaboration: Agile facilitates better cross-

functional team collaboration by improving 

communication and alignment. 

 Challenges: Limitations to adoption are resistance 

to change, inadequate expertise, and scalability. 

 Project Timeliness: Agile project timeliness and 

speed of delivery are greatly enhanced. 

 Data Quality: Agile positively affects data quality 

by means of ongoing integration and iterative 

feedback. 

 Scalability: Agile scaling is still tricky but can be 

dealt with through proper frameworks. 

 Adaptability: Agile effectively helps data 

engineering teams adapt to changing data 

requirements. 

These findings show that Agile techniques provide tangible 

value in data engineering initiatives, particularly with regard 

to enhancing collaboration, reducing project time, and 

improving data quality. Challenges involving adoption and 

scaling persist, underscoring the necessity for specialized 

strategies and frameworks to ensure maximum value from 

Agile in production data engineering contexts. 

CONCLUSIONS OF THE STUDY 

The research on the use of Agile practices in data engineering 

projects has been insightful into how such practices can 

improve collaboration, flexibility, and project results in the 

data engineering field. From the findings of the research, 

some important conclusions can be made: 

Agile Adoption is Increasing in Data Engineering 

Agile methodologies are increasingly being adopted in data 

engineering teams, with the majority of teams either fully or 

partially implementing Agile practices. However, full-scale 

adoption is still not universal, with some organizations 

hesitant or slow to fully transition from traditional project 

management approaches. This indicates a growing trend 

towards Agile but also highlights the need for further 

education and support for teams in adopting and scaling these 

practices. 

Scrum is the Most Popular Agile Framework 

Out of all the Agile frameworks, Scrum is used most often in 

data engineering due to its formalized methodology and focus 

on incremental advancement, best suited for dealing with data 

infrastructure projects. While other frameworks such as 

Kanban and Lean are utilized, Scrum's emphasis on 

teamwork and regular feedback fits very well within the 

needs of data engineering projects, particularly those where 

data systems must be changed frequently. 

Improved Collaboration Across Teams 

The research suggests that Agile improves considerably 

collaboration among cross-functional teams in data 

engineering such as data engineers, data scientists, business 

analysts, and stakeholders. By focusing on frequent meetings, 

feedback cycles, and iterative development, Agile encourages 

improved communication and alignment to ensure that data 

engineering projects remain on target and address business 

requirements. 

Agile Helps Facilitate Speedier Project Delivery 

Agile methods definitely have a beneficial effect on project 

timeliness and delivery speed for data engineering initiatives. 

Project delivery improves for those teams that apply Agile 

methodologies, with numerous individuals reporting shorter 

timelines and quicker iterations. Agile's incremental delivery 

capability enables teams to deliver smaller-sized, manageable 

sets of work in more frequent increments, which works to 

shorten the overall project period. 

Improved Data Quality by Ongoing Feedback 

One of the advantages of Agile in data engineering is that it 

has a beneficial effect on data quality. The iterative nature of 

Agile and its practices of continuous integration enable data 

engineering teams to spot and rectify data quality issues early 

in the development process. This results in creating more 

accurate, clean, and trustworthy data systems that are crucial 

to serving analytics and machine learning workloads. 

Scaling Agile is Still a Challenge for Big Teams. 

While Agile works well for smaller, specialized teams, its 

scaling to large, enterprise-level data engineering projects is 

problematic. Problems like coordinating across many teams, 

ensuring consistent standards, and communicating within 

large-scale projects are typical challenges. Such challenges 

imply that Agile patterns must be reshaped and scaled 

suitably to meet the needs of large, multi-team data 

engineering projects. 

Agile's Flexibility Improves Adaptability to Evolving 

Requirements 

Agile's capacity to rapidly respond to shifting business 

requirements, new technologies, and new sources of data is 

one of the greatest strengths within the discipline of data 

engineering. The iterative process of Agile enables teams to 

quickly shift direction, keeping data systems realigned with 

shifting organizational priorities and technological 

developments. 

Barriers to Agile Adoption Still Exist 

In spite of its advantages, there are substantial impediments 

to the widespread implementation of Agile in data 

engineering. Resistance to change, a lack of experience, and 

the challenge of scaling Agile to large teams were recognized 

as the major challenges. Organizations looking to adopt Agile 

must overcome these impediments by offering proper 

training, establishing a culture of change, and creating 

frameworks that scale to address the needs of larger, more 

sophisticated data engineering projects. 
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Final Thoughts 

This research highlights the increasing importance of Agile 

methodologies in maximizing the efficiency, collaboration, 

and responsiveness of data engineering teams. Although 

challenges do exist, specifically in scaling Agile for complex 

and large projects, the general contribution of Agile to data 

engineering is largely beneficial. Through embracing Agile 

practices, data engineering teams are able to optimize project 

delivery timelines, improve the quality of data, and establish 

better collaboration with business stakeholders. 

For organizations seeking to adopt Agile, the research 

underscores the need for proper training, overcoming 

organizational resistance, and customizing Agile frameworks 

to meet the specific requirements of large-scale data 

engineering projects. In summary, Agile methodologies are 

highly promising in revolutionizing data engineering 

practices, allowing teams to react more appropriately to the 

dynamic and rapidly changing needs of the data-driven 

universe. 

FUTURE IMPLICATIONS FORECAST OF THE STUDY 

This study's findings on Agile methodologies in data 

engineering have a number of implications for the future, 

especially with organizations further developing and refining 

their data management strategies. With the data engineering 

domain getting increasingly sophisticated and a key part of 

business operations, the use of Agile methodologies will only 

grow. The following are the future implications based on the 

study's findings: 

1. Increased Adoption of Agile Among Data Engineering 

Teams 

Implication: With ongoing efforts from Agile practices to 

prove their beneficial effects on collaboration, flexibility, and 

project delivery, it is probable that increasingly more 

organizations will adopt Agile methodologies across their 

data engineering teams. The spread of Agile is likely to reach 

further than early adopters and progressively seep into larger, 

enterprise-scale data engineering projects. This will result in 

a more extensive shift in how data systems are operated, built, 

and tuned. 

Forecast: Over the next 5-10 years, most data engineering 

teams in enterprise organizations will adopt Agile or blended 

models. The need for Agile specialists in data engineering 

will increase, and companies can invest in domain-specific 

Agile training programs to ready their teams with the skills 

required. 

2. Development of Hybrid and Scaled Agile Frameworks 

Implication: With the difficulty of scaling Agile for big, 

multi-team projects, there will be a growing trend towards 

implementing hybrid Agile models, integrating Scrum, 

Kanban, and Lean frameworks. Scaled Agile frameworks like 

the Scaled Agile Framework (SAFe) and Spotify model will 

become more popular in large data engineering teams. 

Forecast: As companies seek answers to more effectively 

manage bigger, more complicated data systems, hybrid 

models will become increasingly prevalent. Moreover, 

frameworks to scale Agile to many teams and departments 

will be further developed and become more specific to the 

special requirements of data engineering projects, allowing 

for greater coordination, communication, and consistency. 

3. Evolution of Agile for Real-Time Data Engineering and 

Machine Learning Integration 

Implication: As the use of machine learning models and real-

time data processing systems increases in data engineering, 

Agile practices will have to adapt further to support these new 

technologies. Agile frameworks will most probably be 

updated to handle more effectively the continuous integration 

and deployment demanded by machine learning models, big 

data, and real-time analytics. 

Forecast: In the coming decade, we will see Agile methods 

mature into highly specialized frameworks to accommodate 

the complexity of real-time data processing and AI-based data 

systems. New platforms and tools will emerge to enable 

seamless integration of Agile techniques with machine 

learning pipelines so that data engineering teams can provide 

timely, high-quality output. 

4. Prioritize Agile and Data Governance Integration 

Implication: With increasingly stringent data governance 

and compliance regulations (e.g., GDPR, CCPA), 

organizations will have to marry Agile practices with strong 

data governance frameworks. The research shows that 

aligning Agile with data governance standards is one of the 

challenges for data engineering teams, and overcoming this 

challenge will become increasingly important in the future. 

Prediction: The convergence of Agile and data governance 

will be one of the most important development areas over the 

next couple of years. Hold on to witness the advent of tools, 

frameworks, and practices that close the gap between 

governance rigor and Agile flexibility. Solutions will allow 

the teams to maintain their agility with compliance to 

regulations in the respective industries and within the 

company as well. 

5. Advanced Automation and AI-based Agile Practices 

Implication: With the inclusion of artificial intelligence (AI) 

and automation in Agile processes, data engineering 

processes will further be optimized. Automating mundane 

tasks, incorporating AI to run predictive analytics, and 

optimizing decision-making processes will enable data 

engineering teams to perform better within Agile 

environments. 

Forecast: The next wave of Agile adoption in data 

engineering will be characterized by a heavy reliance on 

automation and AI. AI-powered tools will assist in managing 

backlogs, predicting project timelines, and automating testing 

and validation processes. This will help Agile teams reduce 

manual effort, increase the speed of delivery, and improve the 

quality of data systems. 

6. Prioritize Agile Maturity Models for Data Engineering 
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Implication: As Agile practices continue to get incorporated 

into data engineering, there will be an increased demand to 

measure and create Agile maturity models, specifically for 

data engineering teams. These models will enable 

organizations to measure their degree of Agile 

implementation and determine where they need 

improvement. 

Forecast: In the next couple of years, organizations will 

create and implement Agile maturity models for data 

engineering. These models will measure how well Agile 

practices are being followed in different areas of data 

engineering projects, ranging from team collaboration to data 

quality. This will allow organizations to keep refining and 

optimizing their Agile practices. 

7. Greater Focus on Cross-Functional Team 

Organizational Structures 

Implication: Since Agile fosters collaboration between 

cross-functional teams, organizations will increasingly focus 

on eliminating silos across departments and fostering 

interdisciplinary teams. Data engineers, data scientists, 

business analysts, and other stakeholders will work more 

collaboratively, making sure that data systems serve the 

changing needs of the business. 

Forecast: Cross-functional team structures will become the 

standard in data engineering projects in the future, with higher 

levels of integration between business units and technical 

teams. This will enable the creation of data systems that are 

technically sound but also highly aligned to business goals, 

resulting in more successful project deliveries. 

8. Agile as a Differentiator in Data-Driven Companies 

Implication: Agile adoption by data engineering teams will 

enable them to react faster to shifting data requirements, 

enhancing their capacity to innovate and deliver value. The 

iterative nature of Agile allows organizations to constantly 

refine and adapt their data systems, so they can keep up with 

a world that increasingly relies on data. 

Future outlook: Organisations that adopt Agile for their data 

engineering initiatives will have a competitive advantage in 

the future. Teams enabled by Agile will be better positioned 

to take advantage of evolving trends, quickly roll out data 

solutions, and sustain a high degree of adaptability, 

positioning them as pioneers of data-driven innovation. 

Potential Conflict of Interest 

In the case of this research on the use of Agile methodologies 

in data engineering projects, there are a number of possible 

conflicts of interest that may occur, both in the research 

process and in the interpretation of results. These conflicts of 

interest must be recognized and addressed to maintain the 

credibility and integrity of the research. 

1. Financial Conflicts of Interest 

 Industry Sponsorship: If the research were 

sponsored or funded by firms offering Agile 

training, software tools, or consulting services, there 

might be a conflict of interest. The results may 

inadvertently promote these firms' products or 

services, either by biased interpretation or by 

selective reporting of data that is favorable to the 

sponsors. 

 Possible Bias from Tool Providers: Data 

engineering tools and Agile platforms (e.g., Jira, 

Scrum tools, project management software) may be 

commercially endorsed by some companies. If the 

researchers are part of or have financial interests in 

these companies, the results of the study may be 

biased towards endorsing the use of these particular 

tools, even though there are other possible 

alternatives. 

2. Academic and Professional Conflicts of Interest 

 Affiliations with Pro-Agile Methodology Groups: 

Researchers affiliated or collaborating in the past 

with Agile consultancy groups, Agile certification 

bodies, or organizations with an outspoken pro-

Agile viewpoint may have a conflict of interest. 

These affiliations may influence a researcher 

towards unconscious bias favoring the strengths of 

Agile methodologies and possibly avoiding or 

minimizing shortcomings and limitations. 

 Publication Bias: If the study is linked to an 

academic institution or publication that favors 

supporting Agile methodologies, there may be a 

motive to report positive results, even when the 

evidence is not in their favor. The study may 

unintentionally be biased in the way it reports results 

regarding Agile's performance in data engineering. 

3. Personal Conflicts of Interest 

 Prior Experience with Agile: Researchers who 

have considerable experience or interest in Agile 

methodologies may be biased to explain the results 

of the study in a manner that reflects their individual 

opinion or professional experience. This may lead to 

skewed conclusions, especially if the study does not 

critically examine the issues or limitations of Agile 

practices in data engineering. 

 Employment or Consulting Relationships: If any 

of the researchers are consultants or employees of 

organizations promoting Agile practices, there may 

be a subconscious inclination towards highlighting 

the good aspects of Agile. This could lead to 

underreporting of difficulties encountered by teams 

when adopting or scaling Agile in data engineering 

projects. 

4. Data Selection and Interpretation Bias 

 Selective Reporting: In research where there is 

selective reporting, some of the positive outcomes 

are emphasized while difficulties or less effective 

results are minimized. This may result in a conflict 

of interest when the data is manipulated, either 

unwittingly or deliberately, to support a given 
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agenda, for example, promoting Agile approaches or 

a given implementation pattern. 

 Ignoring Contradictory Evidence: If the study is 

subject to input or feedback from stakeholders or 

organizations that have a vested interest in pushing 

Agile (e.g., consulting firms, tool vendors), then 

there may be pressure to suppress evidence that 

contradicts the value of Agile, biasing the findings. 

5. Conflicts Related to Research Participants 

Survey and Interview Response Bias: If data collection for the 

study includes surveys or interviews with participants who 

have strong interests in Agile practices, their answers could 

be biased toward successful outcomes. If participants are 

incentivized in any manner (e.g., with access to tools or 

potential consulting in the future), then there is a conflict of 

interest that could lead to responses in favor of adopting 

Agile. 

Handling Conflicts of Interest 

In order to avoid these possible conflicts, the following 

measures can be taken: 

 Transparency: Disclosure of any possible financial 

or personal relationships that may impact the 

research process should be made initially. The 

potential impact of sponsors, where applicable, 

should also be explained by the researchers. 

 Independent Monitoring: An independent 

advisory board or an external review panel can 

guarantee that the research is carried out impartially, 

and findings are not influenced by outside interests. 

 Balanced Reporting: The research must strive 

towards balanced reporting, giving both advantages 

and disadvantages of Agile methodologies for data 

engineering. Setbacks and challenges faced by data 

teams must be brought forward along with the 

successes, creating a holistic impression of Agile's 

usage. 

 Peer Review Process: The findings of the research 

must go through a strict peer-review process to 

reduce bias and ensure that the conclusions reached 

are based on a careful examination of the data. 

By resolving and controlling possible conflicts of interest, the 

research will be able to preserve its objectivity, integrity, and 

credibility so that the results are truly indicative of the effect 

of Agile methodologies on data engineering projects. 
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